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Background and motivation  

Meeting the growing industrial requirements in diverse sectors like telecommunications (covering 

filters, demultiplexers, and photonic crystal fibers), optoelectronics (encompassing lasers and 

photodetectors), and the emerging detection field presents a notable obstacle in advancing integrated 

photonic circuits. The key requirements for these circuits are compactness and cost-effectiveness. 

Consequently, innovative technological solutions have emerged, with photonics standing out as a 

highly promising research domain for advancing integrated optics devices. 

The distinctive optical properties of photonic crystals (PhCs) have led to the creation of innovative 

photonic devices catering to various industries and advanced technologies. These crystals possess 

exceptional optical properties that enable precise manipulation of light on a nanoscale, thus 

revolutionizing the field of photonics and facilitating the creation of highly efficient optical devices. 

PhCs have gained significant attention within the integrated optics community since their discovery 

in 1987 [1], mainly due to their compatibility with current microelectronics manufacturing processes 

using silicon technology [2]. Their uses extend across diverse domains, encompassing the 

development of nanophotonic light-guiding circuits, all-optical filters, modulators, and a new era of 

photonic crystal sensors and biosensors. 

Sensing and biosensing are exploitable research fields for developing biological, chemical, or 

physical transducers. They are based on using optical techniques to study and characterize biological 

and physical phenomena, such as the interaction between two molecules. This method eliminates the 

need for labeling target molecules and enables the real-time quantification of their presence in highly 

confined environments. However, the progress made on Photonic Crystals (PhCs), which enable 

better control of light at a nanometric resolution, offers the possibility of creating new, highly 

powerful detection platforms compatible with "lab-on-chip" technologies. The periodic 

nanostructuring of the material allows ultimate control of light in both spatial and temporal domains, 

making it highly sensitive to the presence of molecules and the targets to be detected. 

The detection mechanisms rely on the high sensitivity of localized modes present in the transmission 

spectra of photonic crystals, responding to variations in the refractive index of the analyte. Photonic 

crystal-based sensors utilizing microcavities [3–7] have demonstrated their ability to detect 

biochemical elements, both theoretically and experimentally. Other authors have also proposed 

optical biosensors based on PhC waveguides [8,9]. Photonic crystal waveguide-based sensors 

coupled with resonant cavities [10-12] offer numerous advantages, including compactness, high 

sensitivity, and easy scalability to multichannel sensors, various material options, and the ability for 
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parallel measurements. Recently, they have been proven theoretically and experimentally effective in 

detection, with the latter achieved by measuring the shift of the resonance wavelength as a function 

of the change in refractive index. 

Rapid advances in PhCs realization and design technologies have significantly improved sensing 

performance, particularly in analyte-light interaction, device miniaturization, and microfluidic design 

and integration. The new generation of optical sensors should be reliable and portable, manufactured 

using current production techniques, to reduce the cost of multiparametric. This enables rapid real-

time measurements of biological or physical parameters on a compact sensor chip. In this context, 

our thesis aims to exploit the properties of PhCs for developing and designing new optical devices 

for sensing and biosensing, thereby creating a monolithic platform based on one- and two-

dimensional PhCs. The latter will be ideally suited for highly sensitive, label-free detection and 

biosensing, with detection units exhibiting a high-quality factor to capture low analyte concentrations. 

The present dissertation is structured into four chapters, which are outlined as follows:  

The initial chapter serves as a comprehensive review of fundamental photonic crystal concepts and 

their distinctive attributes, emphasizing the emergence of photonic band gaps. Following a brief 

exploration of their operational principles and characteristics, the narrative transitions into an in-depth 

examination of their guiding principles and the diverse array of photonic crystal cavities and guides. 

A particular focus is then directed towards scrutinizing the impact of geometric parameters on these 

structures, with a specific emphasis on the interaction between guides and cavities. Ultimately, the 

chapter concludes by underscoring the potential of these photonic structures in the design and 

implementation of various devices, such as filters, wavelength demultiplexers, and all-optical sensors. 

In the second chapter, we focus on optical sensors. We begin this section by briefly explaining general 

notions and concepts related to optical transducers, explicitly focusing on optical biosensors. 

Subsequently, we present a comprehensive review of the current state of photonic crystal biosensors, 

focusing on refractive index biosensors. In the following step, we delve into a detailed explanation of 

the detection mechanism. Finally, we summarize the existing research in this area and provide a 

concise overview of the various structures. 

Given the innovative nature of photonic crystal structures in integrated optics, their effective design 

requires a comprehensive grasp of modeling tools. Consequently, the third chapter serves as an 

introduction to various numerical methods, including the plane wave method (PWE), the finite 

difference time domain technique (FDTD), and the transfer matrix method (TMM). Furthermore, we 
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introduce the use of RSOFT software (Fullwave and Bandsolve) for modeling photonic crystal 

structures within this study. Leveraging these modeling tools enables the generation of dispersion 

diagrams, exploration of the optical characteristics of photonic crystal structures, and visualization of 

electromagnetic field distributions. 

The fourth chapter focuses on examining and developing refractive index sensors that utilize photonic 

crystals, which is divided into two primary sections. The initial section explores the examination of a 

device based on a two-dimensional photonic crystal, which can detect temperature changes using a 

ring resonator configuration. The resonator, positioned between two linear waveguides, consists of 

core/shell particles that offer high sensitivity and a high-quality factor. We employed one-dimensional 

photonic crystal-based sensors in the second section to identify cancerous cells. We opted for the 1D 

PhC due to its uncomplicated structure, compactness, and cost-effectiveness. In the first section, the 

detection mechanism relies on the shift in resonance wavelength caused by the thermos-optic effect 

applied to the silicon rods. However, in the second section, the sensing principle is based on the shift 

in the resonant peak, resulting from a variation in the analyte's refractive index (RI). The findings 

from each study are presented and analyzed, emphasizing the significance of carefully selecting both 

the material and geometric parameters to optimize the sensor's performance. 
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1. Introduction   

Photonic crystals (PhCs), the electromagnetic analog of semiconductor crystals, have motivated the 

design of photonic integrated circuits. The integration of these structures at the nanoscale makes it 

possible to reduce the size of the component, reduce costs, and allow considerable optical complexity 

[1,2]. The propagation of optical waves in a periodic medium (Bragg mirror) was initially studied by 

Lord Rayleigh in 1887 [3]. However, a century later, when Eli Yablonovitch [4] and Sajeev John [5] 

combined the tools of conventional electromagnetism and solid-state physics, that the omnidirectional 

electromagnetic band gap was explored for PhCs in two and three dimensions, to control and localize 

the light in the defects of a periodic lattice of appropriate dimensions. In 1991, the first structure with 

a photonic bandgap was fabricated by piercing holes in a dielectric at three different angles [6]. In 

this context, we realize, as an application, several devices, such as Bragg mirrors or Fabry Perot 

dielectric filters, which have unique reflection and transmission characteristics. 

This chapter introduces the theoretical basis of photonic crystals, relying on a non-exhaustive review 

of their different categories. We briefly present the optical features of these periodic structures. Then, 

we describe the principle and the different types of defects based on PhCs. Finally, we end with a 

general presentation of their applications. 

2. What is Photonic Crystal ? 

Photonic crystals (PhCs) are periodic dielectric materials specifically designed to inhibit, manipulate, 

or control light propagation in specific directions and at specific frequencies [7]. Due to this 

periodicity, their behavior is analogous to that of semiconductors in solid-state physics. The regular 

arrangement of atoms in a lattice and the periodicity of the electronic potential in semiconductors 

give rise to electronic bandgaps, which are prohibited energy bands for electrons. Similarly, photonic 

bandgaps, or prohibited energy bands for photons, are generated by the periodicity of the refractive 

index. Depending on the dimensionality of such periodicity, photonic crystals can be one-dimensional 

(1D), two-dimensional (2D), or three-dimensional (3D). Figure 1 illustrates the evolution of these 

periodic structures from one to three dimensions [8].  
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Figure I. 1.  Schematic illustration of the different kinds of PhCs. 

The definition of PhCs refers mainly to artificial structures. However, similar periodic structures are 

observed in nature. The beautiful colors of some animals, plants, and stones come from light 

interactions with periodic structures. A well-known example of a gemstone that exhibits an 

opalescence, or play of colors, that varies with the angle of incidence is the natural opal (Figure 2 (a, 

b)). In the mid-1970s, it was believed that this effect was caused by contaminants that were absorbed 

through the stone's internal fissures or by liquids that were trapped within. The opalescence occurs 

by Bragg diffraction from periodically stacked silica particles, of uniform size, within the stone. The 

particle generally have diameters between 200 and 600 nm [9]. The brilliant blue color of Morpho 

rhetenor butterflies whose scales are formed by multilayers of cuticle and air, serve as diffraction 

gratings for incident light (Figure 2(c, d)). Depending on the angle of incidence, the color changes 

from blue to dull brown when the wings are turned over [10]. Another example is the shiny 

appearance of the spines of the sea mouse (Aphrodite) in Figure 2 (e, f). The spine consists of hollow 

cylinders organized hexagonally in a chitin matrix resembling a PhC fibre [11]. The peacock feathers 

are no less fascinating, especially the eye-shaped patterns outlined in a white rectangle (Figure 2 (g, 

h)). Barbules of different colors form the patterns. A barbule consists of air cores (3 μm) covered by 

layers of cortex. The cortex contains a 2D periodic structure of melanin rods connected by keratin. 

Varying the spacing between rods causes the rods to exhibit different colors [12,13] . 
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Figure I. 2. Examples of natural photonic crystals: (a) natural opal   (b) SEM image of natural 

opal (c) Morpho rhetenor butterfly (d) details of its scales [14]  (e) the sea mouse (f) EM of a 

section of the spine [11]  (g)  a peacock  (h) SEM image of barbules [13]. 

3. Basic Concept  

The electron-photon analogy results from the similarity between the Schrödinger equation governing 

the propagation of electrons in a material characterized by a periodic electrostatic potential and 

Maxwell's equations used to describe the propagation of an electromagnetic wave in a material 

characterized by its periodic dielectric constant. 

The stationary Schrödinger equation for the wave function Ψ of an electron in a potential V is 

expressed as:                              

∇2𝛹 (𝑟) =  −
2𝑚

ℏ
(𝐸 − 𝑉(𝑟))𝛹(𝑟)                                                      (I.1) 

where 

 E is the energy of the electron, m its mass 

 r: position vector, ℏ: Planck's constant. 

 

The equation for a monochromatic electromagnetic wave's propagation in a medium is provided by : 

∇[∇𝐸(𝑟)] =
𝜔2

𝑐2
𝜀𝑟(𝑟)𝐸(𝑟)                                                        (I.2) 
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where ω is the pulsation, ɛr is the relative permittivity, and c is the light velocity in a vacuum. 

Equation (1) describes the possible values of the energy of an electron propagating freely in a potential 

and the associated wave functions. In contrast, equation (2) determines the possible values of the 

frequency of a wave propagating in a material without external excitation and the amplitudes of the 

associated fields.  

Comparing the previous two equations (1) and (2) demonstrates that the relative dielectric permittivity 

r (r) displayed in Maxwell's equation is analogous to the potential V(r) in Schrödinger's equation. 

In Maxwell's equation, E(r) is the electromagnetic equivalent of the electronic wave function Ψ(r).  

The periodic variations of relative permittivity r (r) lead to the appearance of PBGs for photons 

within frequency 𝜔 , wherein the light cannot propagate through the given structure. Moreover, not 

being absorbed, this light will be reflected.  

This formal analogy between electrons and photons will allow us to apply the tools and concepts 

developed in solid-state physics, such as the notions of the reciprocal lattice, Brillouin zone, and 

Bloch's theorem, for the resolution of the wave equation. 

4. Different Structures of Photonic Crystals  

4.1. One-dimensional Photonic Crystal (Bragg Mirrors) 

Bragg mirrors are a common name for these structures (Figure 3). They are made up of a stack of 

periodic dielectric layers with different dielectric permittivity (1, 2) and a thickness of /4, where  

is the wavelength at which the material should prevent light from propagating through it at normal 

incidence [15]. These structures provide dispersion diagrams but are sensitive to the wave's angle of 

incidence. The mirror will work as a Bragg-reflecting Interface (BRI) as we will explore further if the 

refractive index contrast, n, between the two materials that make it up, is sufficient.  

This kind of structures is comparatively easy to implement compared to 2D and 3D PhCs [16]. The 

photonic crystal mirror exhibits a distinct advantage over the conventional Bragg mirror due to its 

ability to achieve a high reflectance nearly 100% of the incident light with fewer layers, consequently 

eliminating mechanical constraints. This achievement is related to a significant index contrast. 

Bragg mirrors have proven their usefulness in numerous applications, including selective wavelength 

filters, multiplexers, mode converters for optical fibers, dispersion compensation, and lasers... 
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Figure I. 3. Schematic presentation of one-dimensional periodic structure 1D. 

4.1.1. Notion of Photonic Band Gap 

To illustrate the phenomenon of photonic band gap (PBG) and its characteristics, we will use the 

classical Bragg mirror as an example (as shown in Figure 4). When an electromagnetic wave with a 

wave vector �⃗�  is incident normally on a crystal and the thickness of each layer is appropriately 

selected, the phase difference between two reflected waves for successive periods is given by 2ka. If 

the value of 2ka is not equal to 2π, it results in the absence of constructive interference among the 

successively reflected waves. This occurs specifically at the edges of the Brillouin zone, for values 

of k ranging from−
𝜋

𝑎
  and 

𝜋

𝑎
,  where the successively reflected waves are in phase [17].  

The incident wave with wave vector �⃗�  gives rise to a reflected wave with wave vector -�⃗�   due to the 

periodicity of the dielectric medium. These two waves, with the same pulsation ω0, generate two 

eigenstates of energies ω1 and ω2, resulting in the lifting of degeneracy and the opening of a frequency 

band gap for propagation in the direction normal to the stack. When the optical thicknesses of the 

different layers are equal (n1a1 = n2a2), the width Δω of this band gap depends solely on the index 

contrast [18]. 

∆𝜔 =
4

𝜋
𝜔0 sin−1 |

𝑛1−𝑛2

𝑛1+𝑛2
|                                                         (I.3) 

 

where n1 and n2 are the refractive indices of the two dielectric materials.  
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The alternation of dielectric layers of different indices forms a photonic band gap. The position and 

width of this Photonic band gap can therefore be controlled by adjusting the geometrical parameters 

and the index contrast between the different permittivities. When the contrast is low, the width of the 

PBG is narrow (see figure 4(b)), and when the contrast is high, it significantly increases (Figure 4(c)). 

                            a)                                                    b)                                             c) 

 

Figure I. 5. Diagram dispersion of 1D-PhC consisting of different materials with dielectric 

constant ε1 and ε2 and diameters d= 0.5a.  (a) ε1= ε2=13 (GaAs)   (b) ε1= 13(GaAs) ε2=12 

(GaAlAs)  (c) ε1= 13( GaAs) ε2=1 (Air). 

Figure I. 4. Schematic representation of the photonic band gap of a Bragg mirror 

consisting of multiple alternations of two different materials with different indices 

𝑛1 and 𝑛2. A band gap appears at the edge of the Brillouin zone (between 

frequencies 𝜔1 and 𝜔2. 
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4.2. Two-dimensional Photonic Crystal  

 Two-dimensional photonic crystals (2D) have been instrumental in developing micro-nano-

photonics recently. This is due to the well-established manufacturing tools from microelectronics that 

enable the creation of submicrometer-sized structures. Moreover, they present a relative geometric 

simplicity that facilitates theoretical modeling and experimental studies. 

 A two-dimensional photonic crystal is characterized by a periodic modulation of the dielectric 

constant in two directions while remaining homogenous in the third. Dielectric rods can be positioned 

in the air or another dielectric medium to construct these structures. A wide 2D photonic bandgap 

requires a significant index contrast [19].  

 To study the behavior of an electromagnetic wave inciding on such a structure, two 

polarizations are possible: transverse-electric (TE) and transverse-magnetic (TM) as depicted in 

Figure 8. In these plans, the TE modes have their �⃗⃗�  vector perpendicular to the (x,y) plane, and their 

𝐸 ⃗⃗  ⃗vector lies within the (x,y) plane. The TM modes have opposite symmetries. As long as the structure 

remains perfectly symmetrically concerning these planes, the coupling between TE and TM modes is 

zero.  

 

Figure I. 6. Illustration of TE and TM polarization of 2D photonic crystal. 

4.2.1. The Reciprocal Lattice and The Brillouin Zone 

Two-dimensional photonic crystal are mainly grouped into three categories, which are the square, 

triangular and hexagonal lattices ( Figure 9) [20,21]. 

The photonic bandgap diagram is represented by wave vector components varying along the 

directions of high symmetry. These points are located in the first Brillouin zone, part of the reciprocal 
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lattice. These two important concepts, namely the reciprocal lattice and the Brillouin zone, will be 

recalled later in this final paragraph. 

 

Figure I. 7. Two-dimensional structure (a) square lattice (b) triangle lattice (c) hexagonal 

lattice. 

4.2.1.1. The Reciprocal Lattice 

The reciprocal lattice of a 2D photonic crystal is defined from the original (or direct) lattice by a basis 

of eigenvectors �⃗�  defined using the dot product: 

𝑎𝑖⃗⃗  ⃗. 𝑏𝑖
⃗⃗⃗  = 2𝜋𝛿𝑖𝑗

⃗⃗ ⃗⃗                                                                                    (I.4)     

where 𝑎  and �⃗�  are the vectors of the real and reciprocal lattices, and 𝛿𝑖𝑗
⃗⃗ ⃗⃗   is the Kronecker symbol. The 

reciprocal lattice of each structure can also be obtained by drawing lines connecting a given node of 

the direct lattice to all its neighbors, and then by drawing the medians of these segments. 

4.2.1.2. The Brillouin Zone  

 The frequency of plane waves propagating in a two-dimensional structure forms a periodic 

function of the vector 𝑎 , which defines the propagation direction throughout the reciprocal space.  

 The smallest zone defined by these vectors 𝑎  is a fundamental zone called the first Brillouin 

zone. The latter corresponds to the zone defined by the principal planes between each motif of the 

lattice representing the high symmetry points of the reciprocal lattice. Therefore, the irreducible 

Brillouin zone is the smallest zone intercepted by these principal planes; it contains all the wave 

vectors of the photon that allow a complete description of the band diagram (Figure 10). 
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Figure I. 8. Direct lattice, reciprocal lattice, and Brillouin zone with the symmetry points of 

the two most used lattices: (a) square lattice, (b) triangular lattice. 

4.2.2. The Band Diagram  

The band diagram represents the variations of the allowed frequencies in a periodic lattice as a 

function of the wave vector along the high symmetry directions ΓM, ΓK and KM. In other words, it 

represents the possible modes as a function of wavelength and wave vector. Figure 11 shows an 

example of a structure consisting of a triangular array of air holes in a dielectric matrix (ɛ = 11.6) for 

a ratio r/a = 0.43, where r and a are the radius of the holes and the period of the array. The polarization 

of the light plays an essential role in the interpretation of the band diagram. Indeed, depending on 

whether we consider the polarization TE (Transverse electric) or TM (Transverse magnetic); the 

allowed or forbidden energy bands will be different. For this case, a large photonic band gap appears 

for TE polarization and a smaller band for the TM polarization, when the PBGs of these two 

polarizations overlap, we speak of a complete band gap (absolute gap). Moreover, the appearance of 

band gaps as well as their width and position depend in particular on the geometrical parameters of 

the structure. 
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Figure I. 9. Band diagram of hexagonal lattice of air holes in silicon background (=11.6) for 

TE and TM polarization [22] 

4.2.3. The Photonic Gap Maps    

 The band gap maps represent the photonic band gap edges and show their positions for a given 

lattice as a function of the filling factor f. In addition, they provide an overview of the possibilities of 

light confinement within the photonic crystal. Figure 12 shows the gap map of a 2D triangular lattice 

of air pores in a dielectric matrix (= 12.08) obtained for different air-hole radii [23]. The appearance 

of the absolute band gap is observed at a radius of 0.404a, where a represents the lattice constant. As 

the radius increases, the gap broadens and attains a maximum band gap value of 0.0794 a/λ at the 

mid-gap frequency of 0.4785 a/λ when the radius measures 0.48a. 

 

Figure I. 10. Band gap map of 2D- PhC triangular lattice structure consisting of air pores in 

silicon. 
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4.3. Three- dimensional Photonic Crystal 

 The three-dimensional structures are systems whose dielectric constant is periodically 

organized in the three directions of space, as their name indicates. After the Bragg mirrors, they were 

Yablonovitch's second realization. His objective was to prevent light from spontaneously emitted in 

all directions of space. Thus, the yablonovite shown in Figure 5 was the first 3D photonic crystal 

created by E. Yablonovitch [24].  Designed to operate at centimeter wavelengths (microwave 

domain), this structure is manufactured by mechanically drilling holes at well-selected angles in a 

Plexiglas block with a refraction index of 3.6 to regain the crystalline structure of the diamond, which 

is also that of silicon. Over the years, several research has focused on the different possible geometric 

structures and their manufacture while seeking to reduce the size of patterns to generate photonic 

crystals with a photonic band in near-infrared and visible [25]. Most three- Dimensional structure is 

inspired by the geometry of the diamond structure (face-centered-cubic). 

 

Figure I. 11. Schematic illustration of 3D structure ‘the yablonovite’. 

4.3.1. Woodpiles Structures 

 The first three-dimensional photonic crystal, with a complete bandgap for infrared light, was 

proposed by Ho et al. [26] and Sözüer and Dowling [27] and has been defined as a woodpile structure. 

This structure is formed by a stack of dielectric (usually rectangular) rods with altered orthogonal 

orientations. The main advantage of this structure lies in the fact that it can be manufactured in the 

form of a sequence of layers deposited and modeled by lithographic techniques developed for the 

semiconductor electronics industry. 
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In 1998, Lin et al. [25] fabricated a polycrystalline silicon ribbons within silica trenches structure; the 

forbidden band was measured around a wavelength of 12 μm (Figure .6). Subsequently, Lin and 

Fleming [28] reduced its size by almost an eight factor, resulting in a bandwidth around a wavelength 

of 1.6 μm. The band diagram of this structure, for a dielectric contrast of 13, is presented in Figure 

6(b), which consists of an opening of a complete forbidden photonic band. 

 

Figure I. 12. (a) Electron microscope image of silicon woodpile structure (b) the photonic 

bandgap of the same structure [25]. 

4.3.2. Opal Structures  

Another category of structures has been extensively studied, mainly to control spontaneous emission 

based on the organization of spherical atoms; in this case, the reverse opal and opal structures are 

used Figure 7(a, b) [29]. The first opal was obtained by sedimentation of silica spheres in solution 

arranged according to face-centred-cubic. The significant number of defects in the first opals was 

greatly reduced thanks to self-organized development processes proposed by YA. Vlasov [29]. The 

reverse structure is made from the classic structure by high-index material infiltration between the 

spheres. These initial spheres are then dissolved to result in the final structure of air spheres in a high 

index matrix. Due to the low index contrast, most colloidal crystals do not have band gaps. 

The development of such devices (3D structures) at scales sufficiently small for optics remains a 

significant difficulty, particularly in obtaining a bandgap in the range of near-infrared or visible 

wavelengths. The electronic lithography manufacturing technique allows engraving of a wide variety 

of patterns in these structures. Nevertheless, it still presents the disadvantage of being expensive and 

limited to dimensions of the order of a few microns. Hence the complexity and difficulty of creating 

defects (holes or guides) in such structures or their integration into existing optical devices. Therefore, 
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most of the research work concerns one-dimensional and two-dimensional photonic crystals, which 

are easier to fabricate and more accessible to various methods of digital study and manufacturing on 

the scale of integrated optics. 

 

Figure I. 13. (a) SEM image of planar opal assembled directly on a Si substrate from 855 nm 

spheres. (b) SEM image of reverse opal structure [29]. 

5. Photonic Crystal Defects 

The main property of PhCs is their ability to localize and confine light. This characteristic is achieved 

by introducing defects, which locally break the periodicity of the structure. Introducing defects in 

perfect PhCs can create resonant states in the photonic band gap. Therefore, the defect states in the 

PBG could be tuned in frequency according to the design interest. In addition to frequency tuning, 

these defects must be controlled concerning the symmetry of the localizing photon state. All of these 

features provide a new "dimension" in the ability to control or model the properties of light. The 

following section discusses the various types of defects that can be formed in the PhC and their 

properties.  

5.1. One-dimensional Photonic Crystal Defect 

Introducing a defect in a photonic crystal aims to have a propagation frequency allowed inside a 

photonic band gap. This defect is obtained by modifying the periodicity of the crystal, where a single 

layer can constitute this defect by changing its width. Such a structure is depicted in Figure 13. The 

multilayer structures on each side of the cavity behave like frequency-specific mirrors. The defects 

allow localized modes with frequencies in the photonic band gap. This characteristic realizes 

applications such as the Fabry-Perot filter, which operates as a bandpass filter. Dielectric materials 

exhibit low losses at visible-light frequencies, providing them with highly advantageous properties 

[30]. 
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5.2. 2D and 3D Photonic Crystals Defects 

These defects are made of 1D guides oriented in different directions to carry the light on all optical 

paths inside the crystal. Several types of these defects allow specific applications such as high 

selectivity filters since only the electromagnetic wave whose frequency corresponds to the permitted 

mode will be transmitted.  

5.2.1. Point Defects and Cavities 

The creation of a cavity can be achieved through the introduction of one or multiple defects. This 

procedure can be accomplished through the addition or removal of one or multiple crystal patterns. 

The defect can be acquired through the local alteration of the patterns' shape, size, or dielectric 

constant, as depicted in figure 14. The manipulation of these parameters enables the adjustment of 

the number of modes that are supported by the cavity and their corresponding resonant frequencies. 

These point defects trap electromagnetic modes, leading to the formation of optical cavities. The 

efficiency of light trapping in an optical cavity can be described by the quality factor (Q), which 

determines the lifetime of a photon's existence within the cavity and allows for measuring the capacity 

of a defect to conserve energy [31]. 

The quality factor (Q-factor) of a cavity is a crucial parameter in the design of high-density 

wavelength filtering and multiplexing systems. The high-quality factor of microcavities is contingent 

upon the depth of the holes and the dielectric constant of the materials. PhC microcavities are 

particularly appealing for conducting experiments in cavity quantum electrodynamics due to their 

exceptional combination of high quality factor and extremely low mode volume. The defect 

Figure I. 14. A defective multilayer structure results from doubling the 

thickness of a layer with low dielectric constant. The electric-field strength of 

the defect state associated with this structure is represented by the red curve. 
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microcavity's compact size and high spontaneous emission-coupling factor render it an attractive 

candidate for low-threshold light sources [32]. Several results have been reported through both 

theoretical and experimental means since that time. Developing simple and useful techniques to tune 

the resonance wavelength has been the subject of research because the majority of works demand a 

specified operating wavelength. Therefore, several studies have been made to apply easy and practical 

tuning of the resonant wavelength. This wavelength is significantly influenced by the dielectric 

constant and cavity size. 

 

Figure I. 15. Photonic crystal cavities (a) removing a cylinder rod (b) changing the dielectric 

constant  of the rod (c) removing 7 holes in the middle of the PhC [31]. 

As illustrated in Figure 15, Photonic crystal cavities are mainly divided into three main categories: 

 The linear and hexagonal cavities, abbreviated as Ln and Hn, are created by removing one or 

more air holes in the ГK direction of the photonic crystal. These cavities are commonly used 

in photonic applications. An image of an L3-type cavity example is illustrated in Figure 15(a), 

captured through a scanning electron microscope (SEM). 

 Heterostructure cavities are based on a progressive modulation of the period of the photonic 

crystal (Figure 15(b)). 

 The ring cavities correspond to the suppression of specific points of the lattice to form one or 

more rings and generate localized optical modes that resonate in these rings (Figure 15(c)). 
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Figure I. 16. Different defect of photonic crystals cavities (a) L3 cavity [33] (b) SEM picture of 

heterostructure cavity [34] (c) ring resonator [35]. 

5.2.2. Linear Defects and Waveguides 

 Waveguides are essential in photonic integrated circuits (PICs), as they connect various 

functional elements, including multipliers, detectors, sources, and modulators. Their role is crucial in 

ensuring the effective operation of the circuits. Linear defects are obtained by creating a linear defect 

into a photonic crystal by omitting or modifying one or more unit cells of the lattice of the photonic 

crystal (Figure 16). The light, not being able to penetrate within the photonic crystal, is forced to 

propagate along the defect: a waveguide has thus been realized. The electromagnetic modes 

associated with this waveguide having a frequency within the photonic band gap of the PhC are 

confined modes and can propagate along this guide. 

Waveguides consisting of missing row guides, oriented in the directions of the symmetry of the 

photonic crystal, are one of the main categories of photonic crystal guides. Photonic crystal 

waveguides are called Wn (W: abbreviation of Waveguide), where n is the number of missing array 

rows. A W1 guide corresponds to a photonic crystal with one missing motif row. Figure 17 (a) 

illustrates a 2D photonic crystal with a hexagonal lattice of air pores in a silicon matrix. The pores 

have a relative radius of 0.43. By introducing a line defect (W1) in the structure, Figure 17 (b) shows 

the presence of a band gap in the TE region, ranging from 0.275 to 0.460 frequency units, 

accompanied by multiple defect states. 
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Figure I. 17. Photonic crystal linear defect with (a) absence of one row of holes in the middle 

of the structure  (b) reducing a diameter of one row of holes (c)  a series of interconnected 

cavities (d) removing three row of holes [36]. 

 

Figure I. 18. (a) SEM image of W1 waveguide in a 2D PhC of hexagonal lattice of air holes in 

silicon background (b) The TE bandgap is situated within the frequency range of 0.275 to 

0.460, wherein multiple defect states are present [36]. 
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A primary characteristic of photonic crystal waveguides is their strong lateral confinement. In the 

series of defects Wn, the number of modes will be minimal for n=1. Other defects allow reducing the 

number of modes in the band gap. However, they are based either on a local modification of the 

crystal topology or on a type of defect that plays on reducing the size of the air motifs [37]. Based on 

these properties, many functions can be envisaged: wavelength filtering, selective coupling, 

multiplexing, and Mach-Zehnder interferometers, all integrated into very small optical systems. 

Various research teams have proposed such components [38–41]. 

6. Photonic Crystal Applications  

PhCs structures are very promising for the realization of integrated optical circuits. They benefit from 

significant technological advances made by the microelectronics industry, which make it possible to 

configure materials on nanometric scales, opening the way to integration in traditional CMOS 

circuits. Based on strong index contrasts, these structures allow confining light in volumes of the 

order of the wavelength. Thus, passive components such as couplers have been implemented in 

dielectric guides with reduced distances. Nevertheless, their property of strong confinement favoring 

the interactions light-matter interactions allows them to design and produce more and more efficient 

active components. 

The application of resonant cavities and PhCs waveguides as building blocks for integrated photonic 

circuits has been the subject of significant research over the last decade. Based on these components, 

various devices have been proposed and demonstrated in several fields ranging from optics, 

optoelectronics, and telecommunications to biosensing. Owing to their properties of allowing the 

transmission of a very narrow band of frequencies, this effect offers numerous applications in optical 

communication systems such as resonators [42] and antennas [43]. Cavities with high-quality factors 

and low volume are of great interest, especially for controlling spontaneous light emission and 

realizing photon sources [44]. Moreover, their coupling with waveguides allows realizing a crucial 

function in integrated optics: Wavelength Division Multiplexing (WDM) [45]. On the other hand, 

their high optical confinement properties make them of great interest for sensing and biosensing 

applications, thus offering new perspectives for designing ultra-compact photonic sensors and 

biosensors [46,47]. Furthermore, several challenges remain unresolved, encompassing both 

performance and integration, before the commercial availability of this type of nanotechnology. 

7.  Conclusion 

In this chapter, we have exhibited the basic notions and concepts associated with photonic crystals. 

Among these concepts, we have seen that the propagation of waves through these materials could 
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lead to the creation of band gaps; the frequency ranges for which no wave will propagate in the 

photonic crystal. We have also demonstrated various defects that can occur in these artificial 

materials. Additionally, we have shown that depending on the geometrical parameters of these 

materials, it was possible to control the propagation of the optic waves within structures made of 

photonic crystals. Such effects make these structures very promising for the realization of compact 

and original optical components. It opens the way to integration in traditional CMOS circuits, 

particularly in the detection domain. 
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1. Introduction 

Lately, there has been a significant emphasis on examining optical sensors, partly due to their diverse 

applications in areas such as biomedical research, healthcare, environmental monitoring, and security. 

Optical sensing systems provide numerous advantages, including resistance to electromagnetic 

interference and the ability to perform remote sensing on a single chip. The utilization of CMOS-

compatible silicon-on-insulator (SOI) and photonic crystal structures has substantially enhanced the 

sensing capabilities by advancing photonics, optics, and microfluidics technologies. 

Nowadays, many studies have been conducted on photonic sensors to detect various physical, 

biological and chemical substances. Their detecting skills have been greatly improved by advances 

in photonics, including a better knowledge of physical phenomena and improvements in 

manufacturing techniques. Specifically, photonics has improved the ability to interact with light-

analyte, miniaturize devices, and fluidic integration. High sensitivities have thus been achieved, for 

rapid response, with more uncomplicated handling and lower measurement costs. 

For the goal of achieving the future commercialization of photonic sensors using lab-on-chip 

technology, the next-generation sensors must meet particular requirements. The devices must exhibit 

reliability, mobility, and compatibility with existing manufacturing methods. The utilization of lab-

on-chip technology has great potential in creating integrated optical sensors on a chip. This enables 

simultaneous detection across flexible spectral ranges from visible to infrared. To further cut down 

manufacturing costs and enable swift, real-time measurements on a single detection chip, various 

structures based on integrated optics have been suggested. Notably, the use of photonic crystals in 

detection applications emerges as a promising solution due to their robust optical confinement 

properties in a compact volume. Their evolution has facilitated the design and development of highly 

efficient new photonic devices capable of detecting physical, chemical, and biological entities at a 

nanoscale level. 

This chapter presents the main application related to this thesis work, which is optical sensing. We 

begin with some general notions about sensors, based on a non-exhaustive review of some examples 

of optical detection systems. Secondly, we present photonic crystal sensors, particularly PhCs sensors 

based on refractive index (RI) changes, as well as the conditions for using photonic crystals for 

detection applications. 

2. Sensors : an overview 

A sensor is a device that enables the measurement, characterization and quantification of physical 

quantities and converts them into easily interpretable signals, typically electrical, optical or acoustic. 
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A sensor is a transducer that delivers an exploitable physical signal in response to a physical quantity 

that is being measured (as depicted in Figure 1)[1]. External factors, or influencing quantities, can 

cause disturbances on the sensor, depending on their nature and magnitude. Some examples of these 

influencing quantities include temperature, pressure, humidity, chemical concentration, etc. 

The sensor can capture and select a particular abstract quantity, known as information, from a set of 

possible events. This information is carried by a physical carrier, referred to as a signal, and it requires 

processing to be useful. Typically, a sensor comprises three main components: a sensing element, a 

transducer, and a control interface that bridges the signal and the user. 

 

 

Figure II. 1. Schematic diagram of a sensor. 

2.1. Biosensors  

A biosensor is a sophisticated instrument designed to combine a biological element (such as enzymes, 

antibodies, or living cells) with a physicochemical transducer to selectively and sensitively detect, 

identify, and measure biological analytes [2]. This device generally comprises sensing components 

and a biosensitive or chemosensitive layer that explicitly detects the targeted biological entity in the 

sample. While the sensitive layer is responsible for identifying the specific analytes, the sensor must 

also be capable of converting this recognition into a physical, measurable signal. This conversion is 

achieved through a transducer; the various transduction methods employed allow biosensors to be 

classified based on the physical property utilized for molecular recognition. For example, biosensors 

can operate on changes in optical, electrical, magnetic or thermal properties. As part of this thesis 

work, optical transduction is our object of study. 

2.2. Optical Biosensors 

Optical biosensors represent a novel technology leveraging optical methods for the detection of 

chemicals and biological species. These sensors utilize light as the transducing element to gauge and 

analyze diverse parameters, relying on the interaction between the substances and light. 
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The community has shown much interest in the technology developed in numerous laboratories 

worldwide to improve detection performance further. A transduction method must not only enable the 

recognition of the molecule but also provide information on its quality and quantity in the analyte. 

The main advantage of optical detection compared to other techniques is that the optical field is non-

invasive and does not harm the target molecules located on the surface of the sensor. Additionally, 

optical biosensors, which utilize light absorption, fluorescence and refractive index, are robust 

alternatives to conventional analytical techniques (Figure. 2). These devices offer rapid, ultra-

sensitive, real-time, high-frequency monitoring capabilities, such as sample concentration or pre-

treatment, without time-consuming steps. 

 

Figure II. 2. Block diagram of an optical biosensor [3]. 

2.3. Optical Biosensor Characteristics 

When selecting a biosensor to sense the desired physical or chemical parameters, several factors must 

be considered [4,5]. The following functional parameters are typically used to evaluate a biosensor's 

performance: sensitivity, resolution, detection limit and selectivity.  

2.3.1. Sensitivity  

This corresponds to the variation of the measured signal in response to a change in the physical 

quantity induced at the surface of the sensor. The refractive index sensitivity (S) can be calculated 

numerically using the following formula: 

                                                                S= /n                                                                          (II.1) 
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It is expressed in units of nanometers per refractive index (nm/RIU). 

2.3.2. Resolution 

The minimum variation of the value of a physical quantity that a sensor can detect is known as its 

resolution, which corresponds to the slightest spectral shift that the sensor can reliably measure. This 

parameter is crucial for achieving the highest accuracy level in detecting very small quantities. 

2.3.3. Detection Limit  

The detection limit (DL) of the device is the combination of the sensitivity (S) and sensor resolution 

(R), which the following equation provides. 

                                                     𝐷𝐿 =
𝑅

𝑆
                                                                     (II.2) 

The DL indicates the lowest sample refractive index change that can be precisely measured for 

refractive index sensing [6]. 

2.3.4. Selectivity  

The last parameter corresponds to the sensor's ability to measure only one substance in which it is 

used. It depends on the sensing medium of the sensor.  

2.4. Types of Biodetection Processes For Optical Biosensors 

A large group of optical biosensors can be distinguished using the transduction method. These various 

optical biosensors are categorized based on two detection protocols: label-based sensing and label-

free sensing [7]. 

2.4.1. Label-based Sensing 

This technique relies on indirect detection to identify the presence of the target molecule being 

analyzed. A label is usually attached to an antibody or molecule specifically targeting the molecule 

of interest. When the labeled molecule binds to the target, it generates a detectable signal, such as 

light or radiation, that can be measured, as shown in figure 3 (a). For example, in fluorescence 

detection, the fluorescent molecule can immediately emit a fluorescent signal after absorbing light 

energy (excitation light). The target molecules can be quantified owing to this fluorescence. 

Fluorescence biosensors are highly sensitive, with low detection limits, and some sensing processes 

have already been commercialized [8]. This process makes it possible to consider multiparametric 

detection from a single analytical sample on the same platform. Nevertheless, they require additional 

steps to attach the label and can be more expensive. Furthermore, these devices are unsuitable for 

sensing applications that require rapid and real-time measurements. 



Chapter II. 

32 
 

2.4.2. Label-free Sensing 

In recent years, label-free optical detection technologies have grown significantly due to their ability 

to analyze molecular interactions in their natural state directly [9] (Figure 3 (b)). A label-free process 

generally involves a transducer capable of directly measuring some physical characteristics of the 

chemical compound, molecule, virus or cell. This further simplifies the preparation protocols and 

allows a real-time study of the molecular interactions kinetics. 

The detection principle relies on the change of a specific property of light as it interacts with the 

element of interest (molecule, virus or cell). Therefore, there are several detection methods available 

for this purpose, such as those that rely on changes in refractive index, absorbance properties, or 

nonlinearity effects. In this context, we will only concentrate on detection based on changes in 

refractive index. 

Label-free sensors are simpler to use and more cost-effective. Thus, it is evident that transduction 

methods in label-free sensing are universal and applicable in a wide range of applications. Therefore, 

we will only focus on label-free optical sensors forward on. 

 

Figure II. 3. (a) Labeled (b) label-free biosensing processes [7]. 

3. An Overview: Optical Label-free Biosensors 

The development of miniaturized, biocompatible optical sensors with real-time response and easy-

to-use interfaces has recently become a significant commercial and technological challenge. This part 

provides an overview of various optical techniques utilized to design optical biosensors.  

In this context, surface plasmon resonance (SPR), interferometric, and optical ring resonator sensors 

are some of the most popular optical techniques employed.  
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3.1. Surface Plasmon Resonance (SPR) Sensors 

Surface plasmon resonance (SPR) technology is the most commonly utilized label-free sensing 

structure. The surface plasmon wave is a charge density oscillation at the interface between two 

materials with different dielectric constants, such as a metal (usually gold or silver) and a dielectric. 

In this case, the light is reflected at the interface of the prism and the metal, generating an evanescent 

wave in the metal layer, as illustrated in figure 4. Several configurations of SPR biosensors differ 

only in the method of exciting the surface plasmon wave, such as using prisms [10] or fiber optics 

[11]. 

The SPR technique is a highly effective method for monitoring changes in the refractive index (RI) 

in the immediate proximity of a metal surface. When molecules adsorb onto the metal surface and 

cause a change in the RI, the resonance spectral response of the SPR will also change, resulting in a 

shift in the angular or spectral position of the SPR dip. This shift can be used to gain insight into the 

properties of the system and obtain information about the kinetics of the adsorbed molecules on the 

surface. 

SPR sensors exhibit high sensitivity, with refractive index unit (RIU) sensitivity as large as 103 

nm/RIU, according to [12]. However, due to strong absorption in the metal film, the SPR resonance 

mode is broad, resulting in a low quality (Q) factor. This lowers their detection limit (DL) and makes 

them unsuitable for applications that require the detection of very small molecules. 

 

Figure II. 4. Surface plasmon resonance technique [13]. 
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3.2. Interferometric Sensors 

Interferometer sensors are used to measure changes in optical path length that result from variations 

in the local refractive index. Mach-Zehnder (MZ) and Young's (Y) interferometers are two common 

types of configurations, as shown in Figure 4 [14,15]. 

These sensors usually contain a reference arm and a sensing arm. A laser source produces coherent 

light with a single frequency and polarization that is split equally at the Y-junction, and then directed 

into the input waveguide. The sensing arm has a window that allows the evanescent field of that 

branch to interact with the analyte, while the reference arm is kept isolated from the sample. For IMZ, 

the light from both arms recombines and produces interference at the output waveguide. A 

photodetector is used to measure the intensity of the light. As the analyte binds to the sensing arm, it 

modifies the local refractive index (RI) and changes the optical path length within that branch. This 

alteration in path length causes a shift in the interference pattern, thereby changing the amount of 

light intensity detected by the photodetector. 

In the case of Young's interferometer, the signals from both arms are projected onto a CCD camera to 

form interference fringes, as shown in figure 4 (b), whose displacement can be linked to the phase 

delay. 

 

Figure II. 5. Schematic representation (a) Mach-Zehnder interferometer sensor [15]              

(b) Young interferometer sensor [14]. 

Over the past few years, several configurations of the Young interferometer have been designed [16], 

and it has been shown that it is possible to obtain a detection limit of 10-7 RIU [14]. This value is of 

the same order of magnitude as the best performances obtained with IMZ sensors [17], which is 

expected due to their similar architecture. However, the major disadvantage of this type of sensor 

remains its  response type. Having a sinusoidal response (phase measurement) and being non-linear 
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like other optical sensors, the variation of the latter is much weaker at the maxima of the curve, which 

automatically leads to a decrease in the sensor's sensitivity. 

3.3. Ring Resonator Sensor 

Their operating principle is based on confining light through a series of total internal reflections 

within the cavity (Figure 6) [18]. In this case, detection is due to the interaction between the 

electromagnetic field propagating in this cavity and the molecules present on the surface. 

The circular configuration allows the propagation of modes known as "whispering gallery mode". 

Unlike previous cases, in this type of device, the length of the interaction between light and molecules 

is no longer directly related to the total physical length of the sensor, but to the number of light 

revolutions in the resonator. Therefore, the effective interaction of light with target analytes will be 

related to the quality factor (Q) of the cavity. Hence, high-Q resonators are desired. High-Q factors 

imply higher interaction times with molecules in the detection region. Therefore, these strong quality 

factor (Q) properties and the geometry used allow low limits of detection to be achieved. 

Due to their low index contrast, ring resonators have significantly lower sensitivity than plasmonic 

detectors. Theoretically, these devices, made of dielectric materials, should have very low optical 

losses. It has been demonstrated to be accurate in the case of scattering-related losses. Nonetheless, 

losses resulting from emissions caused by the curved shape of the resonators have been observed and 

remain significantly high. 

 

Figure II. 6. Silicon ring resonator [18]. 
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4. Sensors Based Photonic Crystal  

Photonic crystals are composed of periodic dielectric structures. The main characteristic of this 

periodicity is the creation of a range of frequencies that cannot propagate through the structure, termed 

the photonic bandgap (PBG). The size and position of the PBG in the spectrum can be adjusted by 

varying the refractive index contrast of the dielectric materials and/or the periodicity of the structure. 

These properties make photonic crystals extremely useful in various applications. 

In particular, due to their ability to trap photons and create optical resonances that are highly sensitive 

to the presence of biological analytes, the use of photonic crystals as biosensors has generated 

significant interest. Photonic crystals have a wide detection range, making them applicable in a broad 

range of measurements extending from air to highly viscous biological fluids. 

Integrated biosensors based on photonic crystals are one of the most exciting and interesting optical 

sensors currently being made. Advances in developing photonic crystal transducers, both in 

understanding physical phenomena and mastering fabrication processes, have significantly improved 

their detection capabilities, particularly in light-matter interactions, interface miniaturization and 

integration with microfluidic systems. This has led to better sensitivities and detection limits, shorter 

detection times, more uncomplicated handling and lower per-measurement costs. 

4.1. Photonic Crystal Sensor Domain 

The use of PhC sensing technology is causing a revolution in the world of nanochip sensors. These 

sensors are known as transducers, as they convert signals from one energy domain to another domain 

of interest [1,19]. These domains include electrical (Voltage, current, and electric field), mechanical 

(Force, pressure, stress, strain, and speed), chemical (Glucose, protein, pH, DNA, and blood sample), 

radiation (Radiation, absorption, and transmission), magnetic (Magnetic field) and thermal 

(Temperature) domains. PhC-based sensors are capable of accurately detecting all six domains. 

Figure 7 illustrates the different PhC sensing domains [20]. In general, a light signal passes through 

a sensing sample, and the resulting output is observed by detecting the center peak wavelength shifted 

towards a higher wavelength. 
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Figure II. 7. Different domains of PhCs sensing [20]. 

4.2. PhC Sensors Based On Refractive Index (RI) Variation 

Refractive index change is utilized for detection in several advanced designs (including integrated 

waveguides and microcavities). The most widespread class of sensors is photonic crystal sensors, 

which are based on changes in refractive index. This sensor category has various advantages, such as 

label-free fluorescence detection, real-time detection, and high sensitivity. 

The mechanism of such detection consists of measuring the refractive index variation of a sensing 

element as a function of the presence of an analyte (a substance to be detected). Detection is 

performed by a sensitive area that reacts with the analyte. The detection zone comprises a photonic 

structure operating with a sensitive zone. The latter reacts with the analyte, which induces a refractive 

index variation, the thickness of the sensitive layer, and its absorption. The structure must be highly 

sensitive to the refractive index variation. 

4.3. Types of Detecting Mechanisms in Photonic Crystal 

Resonant wavelength shift and intensity variation are the two basic detection methods that can be 

used for sensor calibration. 
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4.3.1. Resonant Wavelength Shift Mechanism 

The resonant wavelength shift method is utilized to detect the presence of a sample by measuring the 

change in resonant mode defect, as shown in Figure 8 (a). The refractive index (RI) of the sample 

undergoes a change, which causes a shift in the resonant wavelength of the optical sensor. Although 

higher quality factors can improve the accuracy of wavelength shift-based sensors, detecting even the 

smallest change in cavity, RI requires an exceptionally sensitive sensor. 

4.3.2. Intensity Variation Mechanism 

The second detection method involves identifying biological substances by monitoring the resonant 

frequency's intensity change. The intensity variation (IV) technique is used for this, as shown in 

Figure 8 (b). 

A limited range of wavelength shifts can be determined, and a wider full width at half maximum 

(FWHM) is preferred for accurate measurements. 

 

Figure II. 8. (a) Resonant wavelength shift scheme [21]  (b) intensity variation scheme [22]. 

5. Photonic Crystal-based Sensor Design Platforms 

Sensors can be designed using various photonic crystal platforms, such as photonic crystal-based 

waveguides, fibers, and ring resonators. The following section will present some examples of sensor-

based photonic crystals. 
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5.1. Photonic Crystal Waveguide-based Sensing 

The structures of photonic crystal waveguides (PhCW) are of great interest. In several PhC-based 

sensors that rely on refractive index changes, the PhC waveguide directly acts as the sensing element 

without needing an integrated microcavity. This type of sensor can detect small amounts of analyte 

and low-concentration samples, which can be an advantage compared to conventional approaches. 

The main key to the ability of optical biosensors to detect biological analytes is that biological 

molecules such as proteins, cells, and DNA all have a dielectric permittivity higher than that of air 

and water. 

In 2015, Kumar et al. presented a novel gas and fluid detection design using a photonic crystal 

biperiodic waveguide based on the refractive index (RI) variation of supercavities [23]. The design 

was created by introducing a triangular array of air holes in a silicon (Si) substrate, as depicted in 

Figure 9. This structure consists of supercavities that selectively permit the resonant frequency to pass 

through the PhC waveguide while reflecting all other frequencies. As shown in Figure 10, the sensing 

principle relies on the displacement of the resonance mode of the supercavities when they are filled 

with a gas or fluid. 

The designed device can function as a gas or fluid sensor by selectively filling the holes of the 

supercavities. The sensor exhibited a sensitivity of 610 nm/RIU for gas sensing. Furthermore, when 

used as a fluid sensor, the sensor had a sensitivity of 300 nm/RIU when the RI ranged from 1.0 to 1.5. 

 

Figure II. 9. The layout of the 2D-PhC waveguide for RI and gas sensing containing 

supercavities [23]. 
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Figure II. 10. (a) Normalized transmission spectrum of the gas sensor with five various RI of 

supercavities. (b) Normalized transmission spectrum of the fluid sensor with five different RIs 

varying from n = 1.446 to n = 1.450. 

Skivesen et al. suggested another optical waveguide-based biosensor utilizing a photonic crystal 

(PhC) to sense protein concentrations in 2007 (Figure 11 (a)) [24]. With an excellent signal-to-noise 

ratio, bovine serum albumin protein (BSA) in solution was detected at a concentration of 0.15 µMolar. 

These structures can be used for larger sample volumes due to their larger detection surfaces. The 

sensor detection method is based on changes to a waveguide's bandwidth caused by modifications in 

the refractive index (Figure 11 (b)) [24]. 

 

Figure II. 11. (a) Photonic crystal waveguide configuration on a SiO wafer; (b) Transmission 

spectrum from the fabricated waveguide based PhC for four different types of solutions. 
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5.2. Photonic Crystal Cavity-Based Sensing 

The typical characteristics of PhC cavities, such as strong spatial and temporal confinement of light 

and a long photon lifetime [25], significantly increase the strength of the interaction between the 

optical field and the defect region material. The quality factor and resonance frequency of PhC 

cavities can be adjusted accurately, which offers a wide range of potential applications. 

For sensing applications, the strong light-matter interaction effect produces an optical mode with a 

resonance wavelength that is extremely sensitive to local changes in the surroundings. Hence, PhCs 

cavities are a suitable building block for developing sensitive optical sensors among the extensive 

range of proposed designs [26].The ability to integrate them into "lab-on-chip" systems for immediate 

on-site detection is also provided by their effective detection area, which is approximately 

micrometers or nanometers in specific designs. 

The slight variation in the refractive index change within the cavity causes a small shift in the 

frequency of the mode of interest, allowing the use of this property as a transduction mechanism and 

supporting the use of photonic crystals as optical sensors. The reference is the spectral position 0 of 

the cavity resonance. Thus, measuring the variation in spectral position Δλ is equivalent to measuring 

the variation in refractive index change Δn associated with analyte recognition on the surface of the 

cavity. This principle is illustrated in Figure 12. 

 

 

Figure II. 12. Mechanism of optical transduction measurement of a PhC cavity [27]. 
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The desired detection should be highly selective and sensitive enough to sense very low analyte 

concentrations. Several designs and configurations based on PhCs cavities are continually created 

and improved to enhance detection performance further. Good biosensing designs are an essential 

effort that must be carefully handled to achieve the necessary detection properties. As a result, diverse 

sensor designs and configurations have been proposed and implemented employing various 1D-PhCs 

and 2D-PhCs cavity types, including linear cavities Ln [28],  ring cavities [29], hexagonal cavities 

[30], and waveguide-coupled cavities [31].  

In all of the examples, the simpler and more precise fabrication process, lower costs, better 

integration, and smaller footprint of 1D PhCs make them attractive for sensing applications [32]. 

Furthermore, coupled systems (waveguide-cavity) are preferred due to the difficulties in coupling and 

transferring light to single cavities or resonator systems. Coupled cavities integrated with PhCs 

waveguides provide a variety of advantages in terms of performance and compactness, and they are 

effortless to integrate into parallel and multiple detection systems. 

Examples of such systems include those from Nagat A. Elmahdy et al. [33], who presented a 

theoretical study of a one-dimensional photonic crystal thermal sensor. The system consists of two 

mini PhCs (air/Si)3 and (Si/air)3 and a nematic liquid crystal material embedded between them as a 

defect layer, as depicted in figure 13. The suggested thermal sensor exhibits a high sensitivity of 0.328 

nm/°C. 

 

 

Figure II. 13. 1D photonic crystal containing a nematic liquid crystal defect. 
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In addition, Dorfner et al. presented a theoretical and experimental study of an SOI-based PhCs filter 

for detecting refractive index changes in fluids. The light is transmitted evanescently between two 

nanocavities (L3 and H1-r) inserted between two input and output waveguides (W1) (Figure .14). In 

terms of performance, the results obtained show that the (H1-r) nanocavity is the best, with a factor 

of 3000 and a sensitivity of 155 nm/RIU. 

 

Figure II. 14. SEM images of cavities (a) H1-r (b) L3 near the photonic crystal waveguide. 

6. Conclusion  

This chapter discussed optical sensors and presented an overview of the main detecting methods. We 

were particularly interested in photonic crystal sensors because of their many optical characteristics, 

such as strong light confinement in small volumes. We also demonstrated the significant potential of 

waveguides and photonic crystal cavities. Photonic crystal cavities, particularly for lab-on-chip 

applications, are a promising platform for developing future small detection systems since they have 

the necessary size and confinement features. Instantaneous detection is now possible thanks to the 

enormous advancements made in this field over the past ten years. The challenge of the manufacturing 

and characterization of these materials still exists for the development of these applications. 

Systematic experimental research is time- and money-consuming due to this challenge. Hence, 

effective and quick theoretical and numerical modeling was required to save time and reduce the 

expense of tests. The fundamental description of the numerical methods employed in this thesis work, 
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such as the transfer matrix method, the plane wave method, and the finite difference time domain 

method, will therefore be the only focus of the following chapter. 
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1. Introduction  

The need for numerical computations is crucial, especially considering the significant costs involved 

in producing structured objects at the nanoscale. Therefore, when designing a component, it is 

essential to rely on numerical computations instead of the expensive production of numerous samples. 

However, numerical analysis is highly complex, involving computations for the diffraction and 

propagation of electromagnetic fields in intricate geometric structures. These structures are composed 

of materials with substantial differences in refractive indices, and the analysis must also account for 

elements both significantly larger and smaller than the wavelength. The algorithm for numerical 

computing must have the capability to accurately and swiftly represent all these intricate structures. 

During the last decades, numerous methods have been developed to model the phenomena of 

electromagnetic wave propagation and diffraction. However, their limitations became apparent as 

they required additional processing resources, creating more opportunities for analytical 

investigations. In recent times, academics have shown a growing interest in computational approaches 

due to advancements in computer technology and the expanded capabilities of calculators. Numerical 

methods have evolved, and new ones have been devised, enabling the handling of problems with 

intricate geometries. 

Using these tools to characterize photonic crystals, the effects of imperfections and manufacturing 

defects can be accurately predicted. Based on the resolution of the Maxwell equations, these methods 

are numerous, varied and classified according to the domain in which they operate, frequency or 

temporal. For the frequency-methods, they operate in Fourier space and allow us to obtain the band 

structures and the state of the modes simultaneously; in this category, we can cite the plane wave 

expansion method (PWE) [1,2], the guided mode expansion method (GME) [3]  and the Fourier 

modal method (FMM) [4]. On the other hand, the temporal methods concern those which operate in 

the direct space. They are adapted the most to realize to carry out simulations which imply an 

evolution of the fields, such as calculations of transmission and relaxation time at resonance. Among 

these methods, we distinguish the method of finite element method (FEM) [4] and the finite difference 

time domain method (FDTD) [5]. 

It is important to acknowledge that certain methods might be extremely complementary. A reliable 

method for predicting the transmission of fields in guiding structures entails examining the photonic 

bandgaps in a crystal without defects, employing a technique from the first category. The initial study 

can provide information for subsequent propagation calculations using approaches from the second 

category. 
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Numerous free and commercial software programs (i.e. BandSOLVE, FullWAVE) have been 

developed and widely utilized for the numerical analysis and resolution of electromagnetic problems 

related to PhCs. The efficiency of these technologies relies on accurately modeling wave-object 

interactions, encompassing reflection, transmission, and dispersion diagrams. Their broad 

applicability consistently aligns with experimental findings. 

In this context, our focus centers on specific methods well-suited for studying photonic crystals. The 

initial section of this chapter will provide a concise overview of the theory of electromagnetic wave 

propagation in photonic crystals. To achieve this goal, we will revisit Maxwell's equations and the 

wave equation. The subsequent section will delve into the numerical simulation methods employed 

in our thesis work, namely PWE, transfer matrix TM, and FDTD methods. We will conclude this 

chapter by offering a brief presentation of the numerical modeling and simulation tools utilized in 

this research endeavor. 

2. Maxwell’s Equations  

Modeling an electromagnetic problem is first done by writing Maxwell's equations. Their resolution 

allows us to characterize and define the propagation of electromagnetic waves within a photonic 

crystal. 

 

∇⃗⃗ �⃗⃗�  (𝑟 , 𝑡) = 0                                                                         (III.1) 

∇⃗⃗ (𝜀𝑟(𝑟 )�⃗� (𝑟 , 𝑡)) = 0                                                                     (III.2) 

∇⃗⃗ × �⃗� (𝑟 , 𝑡) = −𝜇0
𝜕�⃗⃗�  (𝑟 ,𝑡)

𝜕𝑡
                                                                   (III.3)  

∇⃗⃗ × �⃗⃗� (𝑟 , 𝑡) = 𝜀0𝜀𝑟(𝑟 )
𝜕�⃗�  (𝑟 ,𝑡)

𝜕𝑡
                                                             (III.4) 

 

where �⃗� (𝑟 , 𝑡) and �⃗⃗� (𝑟 , 𝑡) denote the electric and magnetic fields respectively, 𝜀0 and 𝜇0 represent 

the electric permittivity and magnetic permeability of a vacuum, 𝜀𝑟 also illustrates the relative 

permittivity, which is a function of the coordinates of the point in space where 𝑟  and 𝑡  symbolize the 

spatial and temporal dependencies. 

At the direction of propagation, the fields �⃗� (𝑟 , 𝑡) and �⃗⃗� (𝑟 , 𝑡) are transverse and verify the following 

wave equations: 

∇⃗⃗ × (
1

𝜀𝑟(𝑟 )
∇⃗⃗ × �⃗⃗� (𝑟 , 𝑡)) = −𝜇0𝜀0

𝜕2�⃗⃗�  (𝑟 ,𝑡)

𝜕𝑡2
                                                (III.5) 
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1

𝜀𝑟(𝑟 )
∇⃗⃗ × (∇⃗⃗ × �⃗� (𝑟 , 𝑡)) = −𝜇0𝜀0

𝜕2�⃗�  (𝑟 ,𝑡)

𝜕𝑡2                                              (III.6) 

 

The development in plane waves allows to obtain solutions in the form : 

�⃗� (𝑟 , 𝑡) = �⃗� (𝑟 )𝑒−𝑗𝜔𝑡                                                                   (III.7) 

�⃗⃗� (𝑟 , 𝑡) = �⃗⃗� (𝑟 )𝑒−𝑗𝜔𝑡                                                                   (III.8) 

 

where the fields �⃗� (𝑟 , 𝑡)and �⃗⃗� (𝑟 , 𝑡) can each be seen as a superposition of harmonic modes, λ is the 

wavelength in vacuum:  =
2𝜋𝑐

𝜔
 and c is the velocity of light in the vaccum. Additionally, we define 

the wave vector �⃗�  in a trihedron (�⃗� , �⃗⃗� , �⃗⃗� ) where 𝑘 =
𝑛2𝑐2

𝜔2    (n is expressed as  𝑛2 = 𝜀𝑟(𝑟 )). 

By Fourier analysis, it will now be possible to solve the problem from a linear combination of 

elements of this basis of harmonic solutions.  

The physical field is now represented by the real parts of the complex quantities of the  �⃗� (𝑟 , 𝑡) and 

�⃗⃗� (𝑟 , 𝑡) fields. However, the resolution of the problem is reduced to the following two equations: 

∇⃗⃗ × (
1

𝜀(𝑟 )
∇⃗⃗ × �⃗⃗� (𝑟)⃗⃗  ⃗) = (

𝜔

𝑐
)
2

�⃗⃗� (𝑟 )                                                          (III.9) 

∇⃗⃗ × (∇⃗⃗ × �⃗� (𝑟)⃗⃗  ⃗) = (
𝜔

𝑐
)
2

𝜀(𝑟 )�⃗� (𝑟 )                                                        (III.10) 

 

3. Plane Wave Expansion Method (PWE) 

Plane-wave decomposition, commonly known as PWE (Plane Wave Expansion), is undoubtedly the 

method the scientific community uses in photonics, for which the systems studied are generally 

periodic. It has become a preferred tool for modeling photonic crystals [6,7]. It is among the first 

formalisms to have been used to demonstrate the existence of photonic band gaps theoretically. The 

PWE is a vector method that treats the macroscopic electromagnetic problem by applying a 

periodicity to the boundary conditions. 

Bloch's theorem allows decomposing the magnetic or electric field on a plane wave basis and 

transforming the solution of Maxwell's equations into a classical matrix diagonalization problem 

(calculation of eigenvalues and eigenvectors). This method is mainly used to analyze the dispersive 

properties of photonic bandgap materials. Moreover, it provides the frequency, polarization, 

symmetry and field distribution for the modes of a photonic crystal structure.  
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Taking into account the periodicity of the dielectric permittivity in a photonic crystal and according 

to Bloch's theorem, the magnetic field �⃗⃗� , as well as the electric field �⃗� , can be expanded into plane 

waves as follows: 

�⃗� (𝑟 ) = 𝑢�⃗� (𝑟 )𝑒
𝑖 �⃗� 𝑟                                                                 (III.11) 

�⃗⃗� (𝑟 ) = 𝑣�⃗� (𝑟 )𝑒
𝑖 �⃗� 𝑟                                                                 (III.12) 

where the functions 𝑢�⃗� (𝑟 ) and 𝑣�⃗� (𝑟 ) possess all the periodicity of the medium. Then, it is possible 

to expand 𝜀(𝑟 ), 𝑢�⃗� (𝑟 )  and 𝑣�⃗� (𝑟 ) into the Fourier series: 

 

𝜀𝑟(𝑟 ) = ∑ 𝜀𝑟(𝐺 )𝑒
𝑖 𝐺 𝑟 

𝐺                                                              (III.13) 

 

�⃗� (𝑟 ) = 𝑢�⃗� 
(𝑟 )𝑒𝑖 �⃗� 𝑟 = [∑ 𝑢�⃗� (𝐺

 )𝑒𝑖 𝐺 𝑟 
𝐺 ] 𝑒𝑖 �⃗� 𝑟 = ∑ 𝑢�⃗� (𝐺

 )𝑒𝑖 (𝐺 +�⃗� )𝑟 
𝐺                             (III.14) 

 

�⃗⃗� (𝑟 ) = 𝑣�⃗� 
(𝑟 )𝑒𝑖 �⃗� 𝑟 = [∑ 𝑣�⃗� (𝐺

 )𝑒𝑖 𝐺 𝑟 
𝐺 ] 𝑒𝑖 �⃗� 𝑟 = ∑ 𝑣�⃗� (𝐺

 )𝑒𝑖 (𝐺 +�⃗� )𝑟 
𝐺                              (III.15) 

 

Where 𝐺  is a vector of the reciprocal lattice and 𝜀𝑟(𝑟 ) , 𝑢�⃗� 
(𝑟 ) and 𝑣�⃗� 

(𝑟 ) are the components in 

reciprocal space. Thus, for example, for the electric field, the equation becomes: 

 

−(𝐺 + �⃗� )  {(𝐺 + �⃗� ) 𝑢�⃗� (𝐺
 )} =

𝜔2

𝑐2
∑ 𝜀𝑟𝐺 (𝐺 − 𝐺′⃗⃗⃗⃗ ) 𝑢�⃗�  (𝐺

′⃗⃗⃗⃗ )                             (III.16) 

 

The equation above represents an infinite-dimensional linear system due to the presence of an infinite 

number of variable 𝐺   vectors within the reciprocal array. 

The diagonalization process, essential for each value of k, must be executed, then determines the 

eigenvalues 𝜔 𝑛 (�⃗� ) (n being used to number the eigenvalues). The �⃗�  values are restricted to certain 

symmetry directions of the first Brillouin zone. The dispersion curves of the photonic crystal are then 

obtained. They represent the band diagrams of the crystal. 

Generally, when the K-vectors describe the first Brillouin zone, the 𝜔 𝑛 (�⃗� ) frequencies continuously 

cover the energy spectrum. However, in some cases, there are energy domains in which no 𝜔 𝑛 (�⃗� ) 

modes are accessible. These are photonic band gaps. 

The method of decomposing plane waves proves highly efficient for calculating band diagrams in 

perfectly periodic photonic crystals. However, its applicability encounters constraints when 

attempting to directly compute dispersion diagrams for non-periodic structures, which may include 
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defects such as waveguides or cavities. To address this challenge, the reintroduction of periodicity 

disrupted by defects becomes essential. Hence, the super-cell method, pioneered by [5], was 

introduced. This approach involves placing the defect in the center of a basic cell consisting of 

multiple rows of patterns and replicating it infinitely in the directions corresponding to the original 

lattice. This procedure results in the creation of a new, flawlessly periodic lattice (see Figure 1). 

 

 

Figure III. 1.  Example of a super-cell configuration in the case of a linear defect [6]. 

The simulated domain corresponds to infinite defects separated by PhC zones. Due to the artificial 

periodicity introduced by the PWE calculation, these defects will act on each other and may couple. 

As a result, the size of the super-cell is crucial; a super-cell that is too small would therefore allow 

the defect modes to interfere with each other, creating artefact modes. On the other hand, a large cell 

allows the modes to be well isolated. However, it requires more computation time. 

Typically, for a crystal made of a dielectric material with a relative permittivity close to 10, the super-

cell method is perfectly applicable, provided that the distance between defects is greater than or equal 

to 4 periods of the original crystal [7]. 

 

4. FDTD Method  

K.S. Yee introduced the FDTD method in 1966, as documented in reference [8]. This method stands 

as a potent solution for addressing Maxwell's equations. Executed in the temporal domain, it 

facilitates a visual comprehension of how an electromagnetic wave propagates within a structured 

medium, particularly in the context of a photonic crystal.               
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Based on the algorithm presented by Yee, this method consists of finely meshing the entire structure 

and a part of the adjacent vacuum. Then, Maxwell's equations are discretized in time and space at 

each mesh point to obtain the electromagnetic field's temporal evolution in response to a given 

excitation. Therefore, no matrix inversion or eigenvalue search is involved, as in the case of PWE.  

The precise calculation of the electromagnetic field components throughout the entire computational 

domain and at all times yields a wealth of information, even in highly-indexed contrast-structured 

media such as photonic crystals. The Fourier transform is particularly useful in this regard. From the 

propagation of a single temporal pulse, one can obtain frequency spectra at various points of the 

structure and harmonic field maps, which leads the user to perform real numerical experiments to 

understand and schematize the propagation processes within the photonic crystal.  

The evolution of computing resources has made this method one of the most appreciated for the study 

of propagation in photonic crystals. Like many numerical methods: the direct calculation of all the 

field components at any point of the structure requires necessary computing resources, thus limiting 

the calculation of 3D structures to a few crystal periods, even for the most powerful computers. 

Therefore, we will often be confronted with 2D calculations in this thesis. Nowadays, the computation 

time is constantly decreasing. A personal computer allows the 2D modeling of a photonic crystal 

structure of about 20x50μm in a few minutes. 

4.1. Scheme of Yee 

Yee's algorithm calculates the time-domain components of the electromagnetic field in an 

arrangement. This method defines and discretizes a computational domain with a spatial mesh of 

steps (Δx, Δy, Δz). The temporal space is discretized with a step size Δt. Yee's algorithm uses a spatial 

mesh where 4 H-field components surround each E-field component and vice versa (Figure 2) [9]. 
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The calculation of the components of the electric field and the components of the magnetic field is 

done in an alternating manner. The electric fields, E, are calculated with a time shift of half a temporal 

iteration compared to the moments when the magnetic fields, H, are calculated. This means that H is 

calculated at time (t+n.Δt), and E is calculated at a time (t+1/2+n.Δt) (Figure 3). Thus, the principle 

of centered derivatives is preserved [10]. 

 

Figure III. 3. Alternative calculation of E- and H-fields. 

Figure III. 2. 3-dimensional Yee cells [9]. 
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This arrangement has two significant advantages: 

 It ensures a fully explicit iterative process; thus, it has good computational efficiency and no 

matrix inversion. 

 It allows a natural centering of the finite temporal differences. 

Figure 4 (a, b) represents the two-dimensional Yee cell for the TM and TE modes, respectively. 

 

Figure III. 4. The two-dimensional Yee cell: (a) TM mode (b) TE mode [11]. 

4.2. Stability Conditions and Convergence 

To ensure numerical stability, it is necessary that within one temporal iteration, any point of a wave 

should not be able to cross more than one FDTD cell. In other words, the algorithm can only propagate 

the wave from one node to an adjacent node. Therefore, the temporal sampling interval should be 

chosen small enough to avoid this error. 

𝑐∆𝑡 <  
1

√
1

∆𝑥2+
1

∆𝑦2+
1

∆𝑧2

                                                                   (III.17)                                    

Δx, Δy, Δz: the discretization steps in space. 

c: the propagation speed of a plane wave in the medium. 

Δt: the time sampling step. 

In the special case where Δx=Δy=Δz, then this condition becomes: 

 

∆𝑡 <  


𝑐√3
                                                                             (III.18) 
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4.3. Boundary Conditions 

To limit the computational volume and, consequently, the time, and the storage capacity used, it is 

essential to restrict the open domain of the solution of Maxwell's equations to a bounded domain. 

This domain should be large enough to encompass the entire structure. Subsequently, the field 

components must be fixed at a zero value at the edges of the domain. Unphysical reflections appear 

on these edges and strongly disturb the behavior of the structure. For this purpose, absorbing boundary 

conditions are most commonly used. These conditions eliminate any energy propagating outward and 

encroaching upon the domain boundaries. Therefore, it is necessary to create an algorithm to illustrate 

these boundary components aimed at reducing reflections. Two families of solutions exist: the Mur 

condition [12] and the Perfectly Matched Layers (PML) [13]. 

 

4.3.1. The Mur Condition  

The Mur condition [12] is based on the technique proposed by Engquist and Madja [14], which is 

applicable exclusively in the context of a Cartesian FDTD mesh. This principle is based on the 

factorization of the partial derivative operators in the wave equation. In the 2D case, the wave 

equation is as follows:    

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2 +
1

𝑐2

𝜕2𝑢

𝜕𝑡2 = 0                                                       (III.19) 

                                          

where u : scalar component of one of the E and H fields. 

The equation is in the formula of the product of an operator, named L, by the function u such that Lu 

=0 and where: 

𝐿 =
𝜕2

𝜕𝑥2
+ 

𝜕2

𝜕𝑦2
−

1

𝑐2

𝜕2

𝜕𝑡2
                                                         (III.20) 

 

The operator L can be written as a product of operators 𝐿 = 𝐿+𝐿−, with : 

𝐿
+
− =

𝜕

𝜕𝑥
±

1

𝑐

𝜕

𝜕𝑡
√1 − (

𝜕

𝜕𝑦

(
1

𝑐
)(

𝜕

𝜕𝑡
)
)

2

                                                  (III.21)                               

 

Whatever the angle of incidence, the application of L± allowed an absorption of the part of the wave 

that should be reflected at the interface between the two media (for x = 0 or x = d). A similar 

factorization is possible for y=0 and y=d. 

A second-order approximation of the differential equation should be applied to the tangential 

components of the field at x = 0 to eliminate the reflected wave: 
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𝜕2𝜇

𝜕𝑥2
−

1

𝑐

𝜕2𝜇

𝜕𝑡2
+

𝑐

2
 
𝜕2𝜇

𝜕𝑦2
= 0                                                      (III.22) 

This equation, discretized using the finite difference method, represents the second-order MUR 

conditions. However, these conditions are not practically feasible for the corners of the computational 

domain unless they are reduced to first order. Consequently, the differential equation for x=0 

simplifies to: 

𝜕2𝜇

𝜕𝑥𝜕𝑡
−

1

𝑐

𝜕2𝜇

𝜕𝑡2 = 0                                                                  (III.23) 

                                         

These boundary conditions are equivalent for both the E and H field components and are specifically 

applicable when waves approach the domain's boundary at normal incidence. However, a parasitic 

reflection will occur for incidents that deviate from normal incidence. 

4.3.2. PML Condition 

PML-type (Perfectly Matched Layers) boundary conditions are today's most efficient absorbing 

conditions. They allow for performing calculations on structures of finite lateral sizes and achieving 

amplitude reflections as low as 10-5 (field amplitude) over a wide range of incidences and frequencies. 

This technique can be applied to all types of structures and geometries, including photonic crystals. 

These conditions are based on the impedance matching condition between two waves at the interface 

of two media with the same index, where one of the media is absorbing (with an electrical 

conductivity σ and magnetic conductivity σ*). The precision of the computation relies on the 

discretization intervals used for both spatial and temporal aspects. These intervals can be modified 

following the specific data we aim to gather and the desired level of precision. In simulations of this 

nature, the excitation source can be either a dipole or a Gaussian source. This source can emit 

continuously at a specific wavelength or be time-limited with a wide range of wavelengths [15].  

In a vacuum, this condition is expressed as: 

𝜎

𝜀0
=

𝜎∗

𝜇0
                                                                    (III.24) 

                                                          

Where ε0 denotes the permittivity of the vacuum and μ0 its magnetic permeability. 

In this case, the wave is not reflected at the interface between the two media and attenuates in the 

absorbing part. The thickness of the absorbing part can be significant in limiting reflection at the 

domain boundary. However, this impedance matching is only possible under normal incidence, and 

reflection at the interface between the two media reappears as soon as one deviates from it. The 

technique introduced by Berenger in the eighties consists of making the medium absorbent artificially 
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biaxial. The absorption is then chosen to be non-zero only along the axis normal to the interface 

between the two media. 

At the interface, the incident plane wave is fictitiously decomposed into two waves: 

 A normal incident wave that is not reflected at the interface between the non-absorbing 

medium and the absorbing medium. 

 A grazing incident wave for which no absorption occurs. As a result, this wave undergoes no 

reflection. 

Therefore, PML layers allow for the absorption of an incident wave without any reflections, 

regardless of its incidence angle. This means that a metal wall condition can be imposed at the PML 

boundary without causing energy reflections in the computational domain. 

5.  Transfer Matrix Method (TMM) 

It was in the 1990s that Pendry and Mackinnon proposed a method for calculating the reflection and 

transmission properties of finite planar multilayer structures. In this method, the electromagnetic field 

is calculated step by step during the wave propagation through the structure. For this purpose, a 

transfer matrix is defined, which relates the field values between two successive points in the layers 

that make up the structure. This approach is often used to determine one-dimensional stacks' reflection 

and transmission coefficients, but Pendry has adapted it to the two-dimensional case [16]. 

To calculate the reflection and transmission coefficients for a two-layer structure, where an 

electromagnetic wave is incident at the interface between medium 1 and medium 2, the incident wave 

gives rise to both a reflected and transmitted wave. 

 

Figure III. 5. A two-layer structure. 

The relationship between the refractive indices n1 and n2 of each medium, and the angles θi and θt 

must satisfy the following condition: n1 sin (θi)=n2 sin(θt)  
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Figure III. 6. (a) Electric field is polarized parallel to the plane of incidence (b) Magnetic field 

is polarized parallel to the plane of incidence. 

 TE polarization  

The incident electric field is polarized perpendicular to the plane of incidence, the magnetic field is 

contained in the plane of incidence (Figure 6(a)). 

As a consequence of the continuity of the tangential components of E and H, we have : 

𝐸𝑇𝑖 + 𝐸𝑇𝑟 = 𝐸𝑇𝑡                                                         (III.25) 

𝐻𝑇𝑖 cos 𝜃𝑖 − 𝐻𝑇𝑟 cos 𝜃𝑟 = 𝐻𝑇𝑡 cos 𝜃𝑡                                          (III.26) 

 

 TM polarization  

For the case where the incident magnetic field is polarized perpendicular to the plane of incidence 

and the electric field is contained in the plane of incidence, the tangential components of the electric 

fields are given by cos(θ) (Figure (b)). 

𝐻𝑇𝑖 + 𝐻𝑇𝑟 = 𝐻𝑇𝑡                                                         (III.27) 

𝐸𝑇𝑖 cos 𝜃𝑖 − 𝐸𝑇𝑟 cos 𝜃𝑟 = 𝐸𝑇𝑡 cos 𝜃𝑡                                     (III.28) 

 

The transfer matrix method is a valuable tool for the numerical study of finite-size structures such as 

photonic crystals. The structure is divided into successions of periodicity (V) layers, and the transfer 

matrix links the fields of one layer to another. The expression for a single layer can be formulated 

according to the second-order theory of the TMM 

𝒬𝑖 = [
cos 𝑑𝑖𝜚𝑖 (−

𝑖

Ρ𝑖
) sin 𝑑𝑖𝜚𝑖

−𝑖Ρ𝑖 sin 𝑑𝑖𝜚𝑖 cos 𝑑𝑖𝜚𝑖

]                                               (III.29) 
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𝜚𝑖 =
𝜔

𝑐
𝑛𝑖 cos 𝑖                                                       (III.30) 

The variable "di" represents the thickness of the layer.  

The complete transfer matrix of the one-dimensional photonic crystal (PhC) is expressed as the 

multiplication of transfer matrices for each individual layer. 

The Transfer Matrix Method (TMM) offers several advantages. It is an effective algorithm for 

computing reflectivity and transmission in multilayer structures. It accommodates both real and 

complex values for the refractive index. Additionally, the TMM is capable of handling multilayer 

structures with any number of layers, regardless of their arrangement or periodicity. Even when the 

layers are periodic, the unit cell can have more than two layers. Moreover, there are no limitations on 

each layer's thickness or refractive index, allowing for independent definitions. This makes the TMM 

particularly suitable for modeling structures comprised of diverse periodic multilayers and those 

exhibiting significant refractive index contrast between layers. 

The TMM calculates the field within the structure by propagating it from one layer to another using 

matrix relations. However, the Transfer Matrix Method does have some limitations. It assumes an 

infinite plane perpendicular to the propagation direction, which is not realistic as each layer in a 

multilayer structure is finite in extent. Another drawback is its inability to handle pulse propagation, 

which is limited to continuous waves. To model pulses, the TMM must be combined with the Fourier 

transform. Alternative methods, such as the finite difference time domain method, are more suitable 

for pulse modeling. 

6. Modeling and simulation tools 

Creating and designing photonic crystal components demands specialized simulation tools. These 

computational instruments play a crucial role in furnishing essential insights into the functionality of 

these devices. In alignment with the outlined numerical techniques, we will briefly introduce the 

methods employed in the present thesis. 

 

6.1. RSoft Photonics Suite software: an overview  

The foundational software in the RSoft Photonics Suite, illustrated in Figure 7, is RSoft CAD. This 

program is dedicated to the design of photonic devices and optical communication systems. Within 

its framework, there exist various simulation modules such as BeamPROP, FemSIM, Fullwave, 

BandSOLVE, GratingMOD, DiffractMOD, and ModePROP. These modules play a crucial role in 

conceptualizing and examining optical devices and nano-scale optical structures. RSoft CAD 

specifically outlines the material characteristics and structural geometry of photonic devices. Initially, 

users need to establish a system through the interface. Subsequently, they can employ one or more 
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simulation modules to depict diverse aspects of the device's performance. This modular approach to 

the design and simulation of photonic devices is one of the advantages of the software. In "RSoft's 

Photonic Suite", every program operates within a unified environment, facilitating seamless data 

distribution among the various modules. 

 

 

Figure III. 7. The interface of RSoft software showing the menu bar at the top, toolbars at the 

top and left, and the status bar at the bottom. 

6.2. BandSOLVE 

The manuscript's depiction of photonic band structures relies on simulation results supported by 

"BandSOLVE," a commercial software developed by RSoft. This simulation module utilizes the 

plane-wave method to generate and analyze photonic band gap structures. Specifically designed for 

conventional photonic bandgap periodic structures, such as 2D and 3D photonic crystals with or 

without defects, BandSOLVE is an ideal tool for producing detailed band diagrams. 

BandSOLVE primarily serves the purpose of optimizing the properties of photonic crystal structures. 

Following this optimization, the structures are then simulated using the FDTD method within the 

FullWAVE module. This approach allows for the examination of time-dependent properties, including 

losses, and enables the calculation of field distributions in finite-dimensional structures. 
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Furthermore, BandSOLVE extends its applicability to fiber structures like photonic crystal fibers, 

presenting a unique advantage in studying these structures that can be challenging with other 

simulation techniques. 

The simulation dialogue box for BandSOLVE is outlined as follows (Figure 8). 

It is necessary to consider two different propagation directions in two dimensions: TE (with the E 

field perpendicular to the hole axis) and TM (where E is parallel to the hole axis). These two 

polarizations are decoupled and give rise to two independent band diagrams. There may not be a band 

gap in both cases. 

 

 

Figure III. 8. The BandSOLVE dialogue box. 

6.3. FullWAVE 

Similar to Bandsolve, the Fullwave simulator is an extra software module created by RSoft. Utilizing 

the widely recognized Finite Difference Time Domain (FDTD) approach [17], it is fully incorporated 

into the RSoft CAD environment. This integration enables users to specify material properties and 

the structural geometry of a photonic device. Fullwave excels in accurately simulating structures 

comprising diverse materials, including dielectric, magnetic, or metallic substances, along with 

anisotropic, dispersive, and nonlinear materials. Its adaptability makes it ideal for our simulations, as 

it facilitates the examination of the temporal evolution of the electromagnetic field at any location 

within the structure. Consequently, we can generate detailed maps of the electromagnetic field at 
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various points and time intervals. The knowledge of the field's evolution as a function of time also 

leads to obtaining information on the spectral response of the photonic crystal structure.  

To guarantee the effective operation of the software and the convergence of results, it's crucial to 

establish the structure's environment and, consequently, define the boundary conditions. The 

imposition of absorbing conditions at the calculation domain's edges becomes essential. This measure 

helps prevent parasitic reflections generated at the boundaries of the FDTD calculation window, 

effectively simulating an open domain. In our investigation, we have employed the absorbing layer 

model of the PML type (Perfectly Matched Layer), as outlined and explained earlier. This model is 

particularly well-suited for the accurate representation of photonic crystals [13,18]. 

7. Conclusion 

In this chapter, we've highlighted the current availability of various techniques for modeling and 

solving problems related to photonic crystals and periodic structures. These methods serve as 

complements, predicting field propagation and the emergence of photonic band gaps in crystal 

structures. Each numerical approach, with its distinct formulation, comes with its own set of 

advantages and drawbacks, varying in suitability for studying different systems. Therefore, the 

selection of a computational method is crucial, primarily guided by factors such as complexity, 

appropriateness for the system in focus, the anticipated physical behavior, the specific problems to be 

addressed, and the available computational resources. 

In this part, we've introduced the refined plane wave approach tailored for periodic structures. This 

method streamlines the resolution of wave equations for presumed infinite periodic structures with 

precision. Furthermore, to ascertain the parameters necessary for attaining specific optical functions 

and dynamic traits like transmission, field placement, and quality factor, we utilized the FDTD 

method. This approach relies on the direct solution of Maxwell's equations, enabling us to derive a 

thorough response for the examined structure. Furthermore, the transfer matrix technique has been 

described. It combines the incident electromagnetic field with the transmitted electromagnetic field. 

The main advantage of the transfer matrix is that it can calculate the transmission and reflection 

coefficients for a photonic crystal with a finite dimension. 

Finally, we have presented two simulation modules “Bandsolve and Fullwave”. They are widely used 

in the photonic crystal community to calculate the band diagrams, transmission spectra and 

electromagnetic field distributions. 
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Introduction  

Photonic crystals are materials that have a periodic variation in their refractive index, which causes 

them to exhibit unique optical properties. The structure of these materials is similar to that of a crystal, 

with a regular repeating patterns. One of the key characteristics of photonic crystals is their ability to 

control the propagation of electromagnetic waves. By adjusting the size, shape, and arrangement of 

the periodic features in the crystal, it is possible to generate a band gap termed a photonic band gap. 

The latter prevents the propagation of light within a specific range of wavelengths, creating a range 

of forbidden frequencies. This feature is used to confine light to small regions. Due to their interesting 

characteristics of PhC, they have been utilized in diversity fields and applications as well as sensors. 

Sensors are vital devices with exciting applications in modern technology and science domains. Due 

to the photonic bandgap and compactness features, photonic crystals provide a promising platform 

for developing integrated sensors with ultrahigh resolution and low dispersion losses. Several types 

of sensors based photonic crystals have been created and fabricated using a variety of photonic crystal 

structures. Especially, nanocavities coupled with waveguides configuration tend to be more attractive 

due to their outstanding performances [1,2]. 

This chapter is divided into two main parts. The first part discusses the study of a two-dimensional 

photonic crystal-based device capable of detecting changes in temperature using a ring resonator 

configuration. The resonator, coupled between two linear waveguides, comprises core/shell particles, 

providing high sensitivity and a high-quality factor. In the second part, we utilized one-dimensional 

photonic crystal-based sensors to detect cancerous cells. We chose 1D PhC due to its simple structure, 

compactness, and low costs. In the first part, the detection mechanism relies on the resonance 

wavelength shift caused by the thermos-optic effect applied to the silicon rods. However, in the 

second part, the sensing principle is based on the shift of the wavelength peak, which results from a 

change in the refractive index (RI) of the analyte. The results from each study are presented and 

analyzed, highlighting the importance of carefully selecting both the material and geometric 

parameters for optimizing the performance of the sensor.  
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Part 1. Temperature Sensor Based on Two-dimensional Photonic Crystal Core/Shell 

Rods 

1. Introduction  

PCs have the ability to facilitate the development of novel photonic devices. Due to the continued 

demand for photonic devices in sensing applications, research into PhCs has become a developing 

sector with significant resources committed to their technological advancement. Over the last two 

decades, sensor-based PhCs have been the focus of intense research, particularly for the detection of 

various physical parameters such as temperature, pressure and acceleration, as well as biological and 

chemical substances. Besides, optical sensor-based PhCs provide intriguing characteristics such as 

high sensitivity, smaller integration size, high quality factor, rapid response speed, stability, 

flexibility, and lower costs. Therefore, this work aims to design an ultra-compact optical sensor based 

on PhC to detect the temperature variation with high sensitivity and a high quality factor. 

2. The Fundamental Structure  

The initial step towards the design of 2D-PhC is a full understanding of their optical properties. The 

dispersion diagram of a photonic crystal provides complete details regarding its optical 

characteristics. The dielectric contrast between the materials that comprise the crystal should be 

sufficiently large to form this graph. The photonic band gap depends on the geometrical parameters 

of the PC and the refractive index of the dielectric or metallic material used to make it. To obtain a 

large bandgap in the infrared range, we used a square lattice of 2D photonic crystal consisting of 

circular silicon rods placed in a vacuum medium. There are (2121) rods in the X and Z directions 

(Figure IV.1. 1 (a)). Each Si-rod has a radius of 0.245a, where a is the distance that separates the 

centers of two adjacent rods termed as the lattice constant as depicted in (Figure IV.1. 2 (b)). 
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Figure IV.1. 1. a) Square lattice of Si rods embedded in a vacuum background without defects 

b) lattice constant of the structure. 

The dispersion diagram of the structure without defects for both TE and TM modes is shown in Figure 

IV.1. 2. They are calculated using the plane wave expansion method. The band diagram of the 

proposed 2D PhC is normalized with respect to the lattice constant a. The Y-axis indicates the zones 

of normalized frequencies where electromagnetic waves are allowed or not allowed to propagate. The 

X-axis presents the variation of the wave vector, which changes from the far edge of the irreducible 

Brillouin zone M to the nearest edge X and then to the Brillouin zone center Γ. The PhC represents 

two photonic bandgaps for TE polarized light. The first one ranges between 0.25581 (a/) and 

0.36315 (a/), which is sufficient for sensor design. Moreover, the photonic bandgap falls within the 

third window of optical transmission.  

An incident EM wave propagates with a resonant wavelength dropping into the PBG will be reflected 

entirely by the PhC. The inset of Figure IV.1. 2 illustrates the reciprocal lattice of the device. 

Figure IV.1. 3 displays the Ey field distribution perpendicular to the plan of propagation, as well as 

the dispersion of incoming light in the dielectric structure. 
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Figure IV.1. 2. The dispersion diagram of Si rods arranged into a square lattice. Inset: 

reciprocal lattice. 

 

Figure IV.1. 3. The Ey field distribution in the structure without defects. 
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3. Temperature Sensor Design  

Our objective in this section is to investigate a temperature sensor using 2D PhC nano-cavity coupled 

with two linear waveguides. In the designed device, we have introduced two quasi-waveguides 

connected via a resonant cavity (Figure IV.1.4). These waveguides are introduced into the perfect 

PhC by removing several silicon particles in the X direction. These linear defects are labeled as “port 

A” and “port B”. The nanocavity was designed with eight Core\Shell rods (C\S). The latter is obtained 

by creating an air hole in the center of the rod. As shown in Figure IV.1. 4 (b), the air hole is called 

the core, and the shell refers to the layer that surrounds it. The radii of inner and outer of the C\S 

particles are rc2=0.062a and rs2=0.26a, respectively. From the Figure IV.1. 4(b), it can be noticed 

that four of the eight rods located at the center of the structure, were moved in both directions (X and 

Z) by a distance d equal to 20 nm in order to form a quasi-circle shape. These rods are shown with 

blue color.  

The inner and the outer radius of the C\S particle which is placed in the center of the cavity are 

rc1=0.062a and rs1=0.1a, respectively. A Gaussian-modulated pulse is launched at the port A of the 

input W1 waveguide, and the light travels through the detector placed at the output waveguide. 

                      a)                                                          b) 

 

Figure IV.1.4. a) The layout of 2D photonic crystal temperature sensor b) the nanocavity and 

the core\shell rods. 
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3.1. Refractive Index Variation Via Thermo-optic Effect 

For optical materials that are used in various optical systems or devices such as glasses, 

semiconductors and crystals, the variation in refractive index with temperature is an important feature, 

and it is not constant with temperature. The thermo-optic coefficient is the variation of the refractive 

index with temperature at constant pressure. It is written as dn/dT, where n and T indicate the index 

of refraction and temperature, respectively. It is estimated in degrees Celsius or Kelvin. dn/dT is 

typically very small, on the order of 10-3 to 10-6/°C. Despite the fact that the value is quite small, it is 

possible to measure it with sufficient accuracy. Temperature-dependent optical devices, optical fiber 

communication systems and semiconductor technology, all require thermo-optic coefficient analyses.  

“The Temperature Sensor’’ sensing principle is based on the change in refractive index of the silicon 

medium caused by the thermo-optic effect. The varied refractive index with temperature is expressed 

as [3,4] 

n=n0+ α                                                                   (IV.1) 

where  

 n0: is the refractive index of Silicon pillars at 0°C 

α : is the thermo-optic coefficient equal to 2.410-4/°C 

 : the temperature difference  

 

3.2. The Sensing Properties of The Suggested Device  

The temperature sensors are used extensively in a variety of domains, such as climate control, 

automotive systems, medical equipment and food storage areas. The suggested device is designed to 

measure and monitor temperature levels from 0°C to 80°C. The sensing mechanism is based on the 

variation of the refractive index of silicon pillars caused by the thermo-optic effect. The sensing 

properties of the suggested device are evaluated using Rsoft software. This analysis is mainly done 

by 2D Finite-Difference-Time-Domain. Absorbing layers of the PML (Perfectly-Matched Layer) 

type have been added around the structure in order to prevent any reflections at its boundary. These 

layers have a thickness of 500 nm.  

To estimate the sensing properties of the sensor, a Gaussian-polarized TE optical pulse to excite the 

cavity modes within the given wavelength range is utilized and placed at port A. The transmitted 

signal is measured using a power monitor placed at the end of port B. Firstly; we investigated the 

transmission spectrum of the proposed design at 0°C. As illustrated in Figure IV.1. 5(a), a resonant 

peak is obtained at =1536.09 nm with a quality factor of 1181.607. This means a good coupling 
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between the two waveguides and the cavity. Figure IV.1. 5(b) shows the electric field distribution for 

TE polarized light.  

Secondly, we change the refractive index of the silicon medium. By increasing the temperature, the 

RI would increase according to equation (IV.1). The simulation results indicate that the structure was 

responsive to variations in temperature in the range of 0°C to 80°C. 

Figure IV.1. 6 shows that by changing the temperature from 0 to 80 °C, the defect mode is shifted 

towards longer wavelengths from 1536.09 nm to 1540.891 nm with a transmission efficiency of more 

than 99%. Figure IV.1. 7 illustrates the displacement curve of the resonant mode as a function of 

temperature. From the figure, it is evident that the relationship between resonance and temperature is 

quasi-linear. This sensor is able to measure a wide range of temperatures with a sensitivity of 62.08 

pm/°C. The temperature, the resonant wavelength, wavelength shift, the sensitivity, and the quality 

factor are given in Table IV. 1. 1. 

 

               a)                                                                         b)  
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Figure IV.1. 5.   a) the resonant mode at 0°C b) The electric field distribution for the TE mode 

in the x-z plane at λ = 1536.09 nm. 
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Figure IV.1. 6. The transmission spectra of the temperature sensor design for different 

temperature. 
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Figure IV.1. 7. The wavelength peak of the resonant mode versus the temperature. 

Table IV. 1. 1. Peak wavelength, , sensitivity and quality factor for different temperature. 

(°C) (nm) (nm) S( pm/°C) Q 

0 1536.09 / / 1181.607 

10 1536.657 0.567 56.1 1182.04 

20 1537.22 1.13 56.5 1182.476 

30 1537.783 1.693 56.43 1098.416 

40 1538.347 2.257 56.42 1183.343 

50 1539.194 3.104 62.08 1183.995 

60 1539.759 3.669 61.15 1184.43 
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70 1540.325 4.235 60.5 1184.865 

80 1540.891 4.801 60.0125 1284.076 

 

3.3. Optimization of The Sensing Properties of The Sensor 

To optimize the sensing characteristic of the structure, we added two circles of silicon pillars in the 

microcavity, as depicted in Figure IV.1. 8. The rods in green have a radius of 0.062a, while the other 

black rods have a radius of 0.1a. After a series of simulations using the FDTD method, the 

transmission spectra of the optimized design for various temperatures ranging from 0°C to 80°C are 

investigated and represented in Figure IV.1. 9. As the temperature increases, we observed that the 

defect mode is red-shifted and has a transmission efficiency of over 99%. Furthermore, as the 

temperature changes dynamically from 0-80°C in increments of 10°C, the resonant peak moves from 

1614.125 nm to 1621.614 nm, respectively. The dependence of resonance on temperature is 

represented by a curve. The latter is illustrated in Figure IV.1. 10.  Moreover, it is important to note 

that the optimized sensor has a high quality factor of 2506.5. In other words, the light confinement 

within the microcavity improves and becomes more pronounced, positively affecting the photon 

lifetime within the microcavity. Additionally, we recorded a sensitivity of 93.6125 pm/°C for this 

configuration. The simulation results, including the resonant mode, wavelength shift, sensitivity, and 

quality factor, are displayed in Table IV. 1. 2. 

 

 

 

  

 

 

 

 

Figure IV.1. 8. The optimized structure with additional silicon rods. 
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Figure IV.1. 9. The transmission spectrum of the optimized structure for various temperature 

values. 
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Figure IV.1. 10. The resonant peak as function of temperature. 

Table IV. 1. 2. Resonant peak, , Sensitivity and Q for various temperature. 

(°C) (nm) (nm) S( pm/°C) Q 

0 1614.125 / / 2506.5 

10 1615.057 0.932 93.2 2447.2 

20 1615.991 1.866 93.3 2385.8 
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30 1616.925 2.8 93.33 2327.2 

40 1617.861 3.736 93.4 2276.4 

50 1618.797 4.672 93.44 2200.6 

60 1619.735 5.61 93.5 2132.5 

70 1620.674 6.549 93.557 2070.0 

80 1621.614 7.489 93.6125 1979.9 

 

Table IV. 1. 3 displays a comparison between the proposed temperature sensor and various previously 

published research studies. It is evident from the table that the proposed sensor has significantly 

higher sensitivity compared to other designs. These results demonstrate that our configuration has 

better performance. Furthermore, our device has a footprint of 115.422 μm2.This very compact design 

has a capability of being used in sensing applications and can be integrated easily.    

 

Table IV. 1. 3. Comparison of the obtained results with those reported. 

Ref The structure based photonic crystal  S (pm/°C) 

[5] 2D Photonic crystal ring resonator  92.3 

[6] Fano resonance in two dimensional photonic crystal  91.9 

[7] Two dimensional photonic crystal super ellipse ring resonator   65.3 

[8] 1D photonic crystal structure   88.7 

[9]  whispering gallery modes (WGMs) in a cylindrical photonic  

crystal fiber micro resonator. 

 18.72  

[10] Anti-resonant Mach-Zehnder interference base sensor   58.5 

[11]  Hexagonal Photonic Crystal Ring Resonator  59.25 

[12]  fiber-optic deep-etched silicon photonic crystal  68 

[13] photonic crystal fiber(PCF) using graphene oxide   86 

This work  Core/ Shell rods based two dimensional photonic crystal  93.61 

 

3.4. The Effect of The Shell Layer rs1  

In this section, we investigated the effect of outer radius rs1 on the transmission spectra of the 

suggested device. We considered three different values of the outer radius 0.08a, 0.1a and 0.12a. We 

plotted a curve that displays the resonant mode as function of changes in temperature corresponding 

to the three values of rs1. Using FDTD method, results obtained indicate a linear relationship between 

the temperature and the peak wavelength. As depicted in Figure IV.1. 11, the resonance can be tuned 

and shifted to a longer wavelength with changes in temperature. For rs1 equal to 0.08, the defect 

wavelength shifted from 1613.316 nm to 1620.729 nm. 
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Figure IV.1. 11. The resonant mode as function of the temperature for three values of rs
 1

. 

4. Conclusion 

To summarize, this study investigates an ultra-compact 2DPhC-based sensor that utilizes Core/Shell 

(C/S) rods to measure and detect temperature. The device consists of a square array of silicon pillars 

surrounded by air. The detection mechanism of the sensor relies on detecting the peak wavelength 

shift, which is caused by the thermo-optic effect and the resulting change in the refractive index of 

silicon. Using the FDTD method, the simulation results demonstrate that the addition of some silicon 

rods in the microcavity leads to improved sensitivity and Q factor. Furthermore, the shift of the defect 

mode is found to be linearly proportional to the radius of rs1. The suggested device shows a high 

sensitivity and Q factor when compared to previous studies. The overall size of the sensor is 115.422 

µm2, which is ultra-compact and may offer a promising platform for temperature measurement.  
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Part 2. A Vertical Slot Based One-dimensional Photonic Crystal for Cancer Sensing 

 

1. Introduction 

Cancer is a series of diseases identified by the uncontrolled dividing of abnormal cells, which have 

the potential to invade and harm nearby tissues and organs. These abnormal cells can also metastasize, 

or spread to other parts of the body, forming new tumors in different areas of the body. Detecting 

cancer in its early stages is vital to achieving successful treatment and better patient outcomes. Early 

detection can lead to easier treatment options and increase the possibility of survival. Several methods 

and devices are utilized for Detecting malignant cells at an early stage. Optical sensors based on 

photonic crystals (PhCs) are a favorable option for the early detection of malignant cells. The primary 

optical feature that distinguishes between malignant and normal cells in cancer is the refractive index 

[14–17]. Photonic biosensors rely on the contrast created by the difference in refractive indices 

between cancerous and normal cells. These devices have several advantages over other types of 

sensors. They can be extremely sensitive, selective and specific, and they can be integrated into small, 

compact devices. They have the ability to detect and sense a wide range of physical and chemical 

parameters such as pressure [18,19], gas [20,21], DNA [22]. 

1D photonic crystals have become an area of significant interest due to their promising advantages, 

including high reflectivity, low-loss properties, and ease of manufacturing. Accordingly, in this 

research, an optical sensor utilizing a one-dimensional photonic crystal has been developed to detect 

five kinds of cancer cells (Jurkat, Hela, PC12 MDA-MB-231, and MCF-7). The transfer matrix 

method (TMM) is employed to examine the optical characteristics of the structure. The sensing 

medium in our design is a vertical slot (VS), which is optimized to increase the sensitivity of the 

sensor. The final optimized device achieves a remarkably high sensitivity of 3021 nm/RIU, surpassing 

the performance of other similar structures. The results obtained from this study are very promising. 

2. The Fundamental Design  

Our research objective is to create an optical sensor using a 1D periodic structure as a fundamental 

configuration that can detect various types of cancer cells. The geometric design being studied is 

depicted in Figure IV.2. 1 and consists of periodic arrays of SiO2 (A) and TiO2 (B) with refractive 

indices n1 and n2, respectively. The ideal multilayer has a period of d = d1 + d2, where d1 and d2 

correspond to the thicknesses of constituent layers A and B, respectively. To use this device for 

cancerous cell sensing a central vertical slot (VS) labeled, as C will be added to the structure, 
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functioning as the detection area. Each layer has a quarter wavelength (n1d1 = n2d2 = λ0/4), where λ0 

is 1.55 μm. In our configuration, the layers A and B utilized had a thickness of d1 = 269.097 nm and 

d2 = 149.038 nm, with corresponding refractive indexes of n1 = 1.44 and n2 = 2.6. The designed sensor 

is symmetrically presented as Air/ (SiO2/TiO2)
V /C/ (TiO2/SiO2)

V/Air , where V is an integer 

representing the number of periods (V = 13), as illustrated in Figure IV.2.  1. 

 

 

 

 

 

 

 

 

 

 

 

Figure IV.2.  1. Schematic configuration of the multilayer comprising a vertical slot. 

3. Non-optimized Sensor Structure  

In this part, we will investigate the optical characteristics of the suggested sensor. We used the transfer 

matrix method to demonstrate the transmission and resonant peak shift of the device when it is 

normally incident. The numerical results revealed that the suggested design possesses a photonic 

bandgap (PBG) in the infrared region that stretches from 1302.9 nm to 1894.6 nm in the absence of 

any defects. As illustrated in Figure IV.2 .2, the width of the bandgap is sufficient to cover the 

requirements for detection, and the transmission peak produces a significant shift in wavelength. 

Initially, the vertical slot was filled with a normal cell that possessed a refractive index of n = 1.35. 

As illustrated in Figure IV.2.  3, a narrow resonant peak was observed within the PBG. The origin of 

this peak was the confinement of light within the cavity, and it was situated precisely at 1534.525 nm, 

with a transmission efficiency of 99.5%. Thus, the observed peak is chosen as a reference to monitor 

the resonant mode shift as various cancer kinds infiltrate the cavity. By assuming that the thickness 
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of the vertical slot (VS) was 1700 nm, we achieved significant confinement of the optical field within 

it and long photon lifetime. 

It is worth mentioning that the presence of a defect within the structure causes some fluctuation, 

which impacts the signal response beyond the Bragg gap. When malignant cells of different types, 

which have defined refractive indices as specified in Table IV.2. 1, are infiltrated into the VS, the 

defect mode shifts and moves to new frequencies. The shift of the defect peak is depicted in Figure 

IV.2.  4. A variation of RI from 1.35 (normal cell) to 1.401 (MCF-7 cancerous cell) results in spectral 

red-shifted from 1534.525 nm to 1575.833 nm. This reveals that the design possesses a larger 

dielectric region within the vertical slot.  

 

Figure IV.2.2. The transmission spectrum of the perfect 1D PhC at normal incidence. 

Table IV.2. 1. Cancer types and refractive index of the used malignant and normal cells [23].  

Malignant and normal 

                cells 

Cancer category        Refractive index 

              (RIU) 

Normal cell              /                 1.35 

Jurkat         Blood                 1.39 

Hela        Cervical                 1.392 

PC12 Adrenal Gland                 1.395 

MDA-MB-231         Breast                 1.399 

MCF-7         Breast                 1.401 
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Figure IV.2.  3. The transmission spectrum of the suggested sensor in the existence of a 

normal cell in the VS. 

 

 

 

 

 

 

 

 

 

 

Figure IV.2.  4. The transmission spectrum of the designed sensor for different types of 

malignant cells. 

It is essential to note that the presented sensor provides a sensitivity of 812.025 nm/RIU. Figure IV.2.  

5 illustrates the sensitivity and resonant wavelength shift change as the refractive index varies. This 

graph clearly indicates that as the refractive index increases from 1.35 to 1.401, the sensitivity reduces 

linearly to 809.96 nm/RIU. On the other hand, when the refractive index increases, the defect mode 

displacement becomes greater. Additionally, it should be mentioned that the transmission efficiency 

remains unchanged is equal to unity. 

1200 1400 1600 1800 2000

0,0

0,2

0,4

0,6

0,8

1,0

 

 

N
o
rm

al
iz

ed
 t

ra
n
sm

is
si

o
n
 

Wavelength (nm)

1510 1520 1530 1540 1550 1560 1570 1580 1590 1600 1610

0,2

0,4

0,6

0,8

1,0

 

 

N
o
rm

al
iz

ed
 t

ra
n
sm

is
si

o
n

Wavelength (nm)

 Normal cell

 jurkat

 Hela

 PC12

 MDA-MB-231

 MCF-7



Chapter 4. 

80 
 

 

Figure IV.2.  5. Wavelength shifting and sensitivity versus the RI variation. 

4. Sensor Design Optimization 

In this section, our main goal is to optimize the suggested sensor structure to enhance its detecting 

sensitivity. The optimization process is carried out in two steps, which are as follows: First, we 

encircle the detection area with a composite material. Then, we introduce a prism at the front of the 

multilayer and adjust the incident angle (θ).  

4.1. Effect of The Volume Fraction f on The Sensitivity 

In this part, the focus is on improving the sensitivity of the previously discussed sensor. This is 

achieved through the modification of the sensor design, with the aim of optimizing its performance. 

The modifications made are intended to enhance the sensitivity. By doing so, the sensor becomes 

more effective in carrying out its intended purpose. To optimize the performance of the sensor, a 

modification was made to the structure by eliminating two layers located on both sides of the VS. 

These layers were then replaced with a composite material layers. The latter is TiO2 medium with 

silver nanoparticles (Ag NP) inclusions. Figure IV.2.  6 illustrates the schematic of the modified 

system. To accurately determine the dielectric permittivity of the composite media (Ag + TiO2), the 

Maxwell-Garnett approach is used. This analytical approach is commonly utilized for the analysis of 

composite media including diverse types of small particle inclusions [24] . 

�̃�(𝜔)−𝜀𝑚

�̃�(𝜔)+2𝜀𝑚
= 𝑓

𝜀𝑛−𝜀𝑚

𝜀𝑛+2𝜀𝑚
                                                                   (VI.2) 
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where 

𝜀𝑚: TiO2 dielectric permittivity  

f : is the volume fraction of the immersed metallic nanoparticles in the TiO2 host matrix 

 : the radiation frequency 

n represents the dielectric permittivity of the Ag nanoparticles and is determine by a modified Drude 

model which can be expressed as follows [25,26] 

 

𝜀𝑛(𝜔) = 𝜀𝑎 −
𝜔𝑝

2

𝜔(𝜔+𝑖𝛾)
                                                     (VI.3)   

                                                                                                                                           

where :   

 a = 5.45, p presents the plasma frequency (p= 1.72x 1016 rad/s) [26] and  is the plasma-damping 

constant, which is a function that depends on the size of metallic NPs with a spherical shape [26]: 

 

𝛾 =
𝑣𝐹

𝑙
+

𝑣𝐹

𝑟
                                                                   (VI.4) 

 

where 𝑣𝐹= 1.38106 m/s (Fermi velocity), l = 52nm (The average distance that an electron travels 

before colliding with other particles at room temperature) , and r refers to the radius of the silver 

spherical inclusions. From Eq. (VI.3) and (VI.4), we can deduce the real and imaginary parts of the 

composite medium:  

ε᷈ (ω) =m (ω) + i m(ω)                                                      (VI.5) 
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Figure IV.2.  6. Sketch multilayered design consisting of a VS encircled by composite 

material. 

Figure IV.2.  7 and 8 illustrates the dependencies of the real (ε′m) and imaginary (ε″m) components of 

a novel composite material (TiO2+ Ag NPs) when the radius of the silver nanoparticles and the filling 

fraction are changed. As depicted in Figure IV.2. 7, the change of the Ag NPs inclusions size at fixed 

filling factor affects the real and imaginary parts of the composite medium. 

Figure IV.2.  8 (a) shows that the real part of the optical permittivity increases linearly as the filling 

factor growths for three different values of the particle size 

Introducing the metal nanoparticles in the dielectric matrix (TiO2) causes a significant increase in ε′m. 

correspondingly, the filling factor f and radius r of the metal inclusions influence the imaginary part 

ε″m. Figure IV.2.  8 (b) demonstrates that ε″m increases as the volume fraction f ranges from 1% to 

15% but decreases as the radius r increases. This increase in the imaginary part indicates that the 

composite material has the ability to absorb the electromagnetic wave that passes through its area. 

Consequently, we have selected a finite size of 5nm for the radius of the nanoparticles in the 

subsequent studies. To analyze the effect of the volume fraction on the sensor's properties, we have 

plotted the sensitivity as a function of f at normal incidence. 
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Figure IV.2.  7. The real and imaginary parts of the composite media versus the wavelength 

for three different silver particle radii. The volume fraction of the metallic particles f =1%. 

 

Figure IV.2.  8. (a) Real and (b) imaginary parts of nanocomposite dielectric constant versus 

the filling fraction for three different radius r. 

Figure IV.2.  9 illustrates the correlation between the filling factor f and S for five different types of 

cancer cells. Calculations show that the sensitivity increases as the volume fraction increases. The 

results demonstrate that for MCF-7, MDA-MB-231, PC12, Hela, and Jurkat, the highest values of S 

were achieved at an f of 4%, with corresponding values of 840.49 nm/RIU, 840.816 nm/RIU, 841.444 

nm/RIU, 841.9047 nm/RIU, and 842.25 nm/RIU. Compared to the non-optimized design, this is a 
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favorable result. The substantial increase results from the strong shift of the transmission peak. As 

shown in Figure IV.2.  10, when the refractive index of the VS changes from 1.35 (Normal cell) to 

1.401 (MCF-7), the resonant mode shifts from 1547.625 nm to 1590.49 nm. Moreover, it is worth 

noting that at an f of 4%, the intensity of the defect peak diminishes and reaches a value of 78%. The 

reduced transmission efficiency is caused by the nanocomposite material's absorbing characteristic. 

 

 

 

 

 

 

 

 

 

 

 

Figure IV.2.  9. The sensitivity versus the filling factor for five kinds of cancerous cells. 
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Figure IV.2.  10. The transmission spectrum of the proposed sensor in the presence of various 

types of malignant cells in VS at f=4%. 

4.2. Effect of The Prism and Angle of Incidence on The Sensitivity 

To further improve the performance of the sensor, the optimization goes beyond doping just the two 

adjacent layers of the VS. Instead, we will incorporate a prism into the structure and examine different 

angles of incidence. To accomplish this, we utilized the device previously introduced and affixed a 

prism to its front surface. The prism employed in this part has a refractive index of np=1.6 and the 

volume fraction is 4%. A schematic representation of the newly optimized system is shown in Figure 

IV.2.  11. In order to investigate the effect of the incident angle () on the defect peak, we have varied 

the angle from 0° to 50°. The simulation results clearly demonstrate that the resonant wavelength is 

affected by the variation in . Furthermore, we noticed that the resonance of each kind of malignant 

cell shifts toward shorter wavelengths as  increases. Additionally, we exhibited S as a function of  

for two options: with and without an affixed prism, which provided us with details on the sensor's 

sensitivity. According to the results shown in Figure IV.2.  12, it is evident that when the angle  is 

greater than 25 degrees, there is a noticeable enhancement in the sensitivity of the Jurkat cancer cell 

in the first case where a prism is attached. The maximum sensitivity of 3201 nm/RIU is achieved 

when the angle   equals 50 degrees. We presented the normalized transmission spectra of the optimal 

structure at an incidence angle of 50° for various cancer cells to further understand how the prism 
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affects the sensitivity. Figure IV.2.  13 illustrates the results, and the inset presents an oversized 

representation of each transmission peak. 

 

Figure IV.2.  11. The sketch of the optimized design. 

 

 

 

 

 

 

 

 

 

 

 

Figure IV.2.  12.    Sensitivity of the optimal structure as function of θ. 
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Figure IV.2.  13. The transmission spectrum of the optimal design at θ = 50° and f=4% for 

various malignant cells. 

Table IV.2. 2 provides the calculated parameters ,  and S. To conclude, the optimized structure 

surpasses the previous results in section 4.1 by more than three magnitudes. It exhibits high sensitivity 

towards Hela cancerous cells. This significant enhancement is noteworthy and has important 

implications for future cancer detection and diagnosis methods. Moreover, the numerical analysis 

revealed that the proposed sensor structure performs better than other reported sensors with different 

configurations. Based on these findings, we are confident that our device is well-suited for detecting 

various types of cancer cells. Table IV.2. 3 provides an overview of the comparison of our device with 

those of other recent studies. 

Table IV.2. 2. Resonance, wavelength shifting and sensitivity for different kinds of cancerous 

cells. 

Cancerous cell  (nm)          ∆(nm) S(nm/ RIU) 

Normal cell 1020.2 / / 

Jurkat 1148.04 128.04 3201 

Hela 1154.66 134.46 3201.42 
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PC 12 1164.03 143.83 3196.22 

MDA-MB-231 1176 155.8    3179.59 

MCF-7 1181.94 161.74 2741.35 

 

Table IV.2. 3. Comparing the results to other published studies. 

Sensor Design Maximum sensitivity 

(nm/RIU) 

Reference 

 Defective 1DPhC with cavity surrounded by 

graphene 

                560         [27] 

One-dimensional PhC with defect layer in the  

middle 

                344         [28] 

Defective one-dimensional photonic crystal                            74.5         [29] 

2D photonic crystal nanocavity                  1332         [30] 

One dimensional photonic crystal                  1033         [31] 

One dimensional photonic crystal                  2200         [32] 

One dimensional photonic crystal cavity  

surrounded by nano-composite material 

                 43.13         [33] 

SRP fiber photonic crystal sensor                  53.571         [34] 

1-D binary photonic crystal                  2400.08         [35] 

2D photonic crystal based waveguide                  2360.12         [36] 

2D PhC nanocavity coupled waveguide  

(2.5 PhC) 

                     720         [37] 

Nanocavity-coupled photonic crystal waveguide  

(PCW)(2.5 PhC) 

                     391.7         [38] 

One dimensional PhC vertical slot                        3201        This work  
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5. Conclusion  

In conclusion, this study analyzes a 1D-PhC platform-based, highly sensitive cancerous cell sensor. 

The detection medium comprises a vertical slot (VS) that has been incorporated inside the periodic 

Bragg mirror. The sensing mechanism is mainly determined by the variation of the refractive RI of 

the analyte that is infiltrated in the vertical slot, which causes a shift in the resonant mode. The sensing 

performance of the suggested device has been evaluated and analyzed via the transfer matrix method 

(TMM). According to the study, sensitivity can be improved through the optimization process of the 

structure by modifying the initial design. This involves replacing two layers adjacent to the vertical 

slot (VS) with a composite material of Ag nanoparticles (Ag NP) dispersed in the TiO2 matrix. The 

numerical simulation results reveal that the optimized sensor exhibits a significantly higher sensitivity 

of 3201 nm/RIU compared to other devices with similar designs. Based on the results obtained, the 

suggested design will be crucial in the development of PhC cancer cell sensors with exceptional 

sensitivity in the field of biomedical diagnostic applications and disease detection. Additionally, the 

designed sensor has a simple structure and could be implemented with low costs. 
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 During the previous years, multiple investigations have been carried out to explore photonic crystals 

in creating integrated circuits that meet the demands of emerging lab-on-chip systems. These studies 

have demonstrated that these regular structures hold promise as viable options that can open up new 

possibilities in developing and realizing advanced all-optical integrated circuits for future 

generations. 

The work presented in this manuscript aims to study and design new elements and structures based 

on PhCs for sensing and biosensing systems. This work is devoted to studying refractive index optical 

sensors based on PhCs and their utilization as a sensing unit. Two sensor concepts have been 

proposed, utilizing the properties of photonic crystals. The first device functions as a temperature 

sensor, while the second device serves as a cancer sensor. 

The first concept involves the study of a cavity; the latter is sandwiched between two PhCs' input and 

output waveguides. Firstly, we carefully selected the parameters of the square array to enable the 

opening of a wide band gap, which ensures a broad sensing range within the desired frequency range. 

Subsequently, we studied the resonant mode of the cavity using the 2D-FDTD method. This method 

facilitated the determination of the resonant mode's spectral position and quality factor within the 

calculated photonic band gap obtained by the PWE-2D method. The resonance wavelength of this 

mode falls within the previously determined photonic band gap. The nanocavity was designed with 

eight Core\Shell rods (C\S). The latter is obtained by creating an air hole in the center of the silicon 

rod. We analyzed the detection properties of the proposed structure based on the geometric parameters 

of the cavity and the number of Core/Shell (C/S) rods. By increasing temperatures from 0 to 80 °C, 

the defect mode exhibits a redshift from 1536.09 nm to 1540.891 nm, with a transmission efficiency 

exceeding 99%. The device can quantify a broad spectrum of temperatures while possessing a 

sensitivity of 62.08 pm/°C. To further improve the performance of the temperature device, we added 

two circles of silicon rods in the cavity. The transmission spectra of the optimized design was analyzed 

at different temperatures, ranging from 0°C to 80°C, using the FDTD method through a series of 

simulations. The results of these simulations were then graphically presented. Moreover, as the 

temperature undergoes dynamic alterations within the range of 0-80°C, with increments of 10°C, the 

defect peak shifts from 1614.125 nm to 1621.614 nm respectively. Furthermore, it is noteworthy that 

the optimized sensor demonstrates a significant quality factor of 2506.5. The microcavity has 

improved light confinement, leading to an increased and notable impact on the photon lifetime within 

the indicated microcavity. The sensitivity of this configuration was also measured to be 93.6125 

pm/°C. The proposed device has a high sensitivity and Q factor compared to previous research. In 
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addition, the compactness of the sensor presents a potential platform for temperature measurement 

that shows promise. 

The second section examines a one-dimensional (1D) sensor known as a photonic crystal (PhC) with 

enhanced capabilities for detecting various types of cancer cells. To improve its performance, a 

vertical slot (VS) is introduced within the periodic Bragg mirror, forming the sensing region. The 

working principle of this structure relies on variations in the refractive index (RI) of the analyte 

contained in the VS, resulting in a shift in the peak wavelength of resonance. The geometric model 

consists of periodic arrays of SiO2 (A) and TiO2 (B) with refractive indices n1 and n2, respectively. 

The sensing medium employed is the vertical slot (VS). The device's transmission and the shift in a 

resonant defect are calculated using the transfer matrix method under normal incidence. To enhance 

the sensitivity of the sensor, an optimization process is employed by modifying the previous design. 

This involves replacing two layers adjacent to the vertical slot (VS) with a composite material 

consisting of Ag nanoparticles (Ag NP) dispersed in the TiO2 matrix. The goal is to improve the 

detection sensitivity of the sensor. 

To characterize the composite material, the dielectric permittivity is described using the Maxwell-

Garnett formula. Additionally, the dielectric permittivity of the silver nanoparticles is described using 

the Drude model. The real and imaginary parts of the optical permittivity of the composite material 

are plotted as a function of the filling factor for different radii of Ag aggregates (1 nm, 2 nm, and 5 

nm). The resonant peak experiences a reduction in intensity, reaching 78% when the filling factor (f) 

is set to 4%. The sensor's sensitivity, which determines its ability to detect different cancer cells, is 

influenced by the volume fraction of these cells. To further analyze the impact of the prism and the 

angle of incident on sensitivity, the normalized transmission spectra of the optimized structure were 

plotted across an incidence angle range of 0 to 50 degrees for various types of cancer cells. The results 

revealed that for incidence angles greater than 25 degrees, the sensitivity of the Jurkat cancer cell 

notably improved, reaching its maximum value of 3201 nm/RIU at an angle of 50 degrees. This 

research focuses on a highly sensitive cancer cell sensor built on a 1D-PhC platform. The optimized 

structure demonstrates a significantly higher sensitivity of 3201 nm/RIU compared to similar devices 

with similar designs.  

In conclusion, one-dimensional photonic crystals (1D-PhCs) offer several advantages over two-

dimensional ones. Firstly, they are more cost-effective in manufacturing, making them a practical 

choice for large-scale production. Additionally, 1D-PhCs are relatively easier to fabricate, simplifying 

the manufacturing process and reducing the complexity of device production. 
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Moreover, 1D-PhCs demonstrate superior performance characteristics, particularly in terms of 

sensitivity. They exhibit higher sensitivity levels, allowing for more accurate and precise detection of 

target analytes or substances. This heightened sensitivity is crucial in applications such as sensor 

technologies, where detecting and differentiating changes is essential. 

Overall, using one-dimensional photonic crystals offer a compelling solution due to their cost-

efficiency, ease of fabrication, and improved performance metrics, including enhanced sensitivity. 

These factors make 1D-PhCs a good choice for various applications, ranging from sensing and 

detection systems to optical devices. 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 



Abstract 

 

Thesis:  Contribution to the modeling of microstructures of photonic crystals 
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The main focus of this dissertation is to explore refractive index optical sensors based on photonic 

crystals. The research introduces two sensor concepts that leverage the unique properties of photonic 

crystals. The initial device serves as a temperature sensor, whereas the second device is intended for 

cancer detection. The first component explores a novel concept of a temperature sensor utilizing a 2D 

photonic crystal. This device comprises a square lattice of silicon (Si) pillars within an air medium. 

The device contains two quasi-waveguides arranged in line with a resonant cavity. Its sensing 

mechanism relies on changes in the optical index of Si, resulting from temperature fluctuations within 

a range of 0-80 °C.  The simulation outcomes are achieved by employing commercially available 

software applications, namely Fullwave and Bansolve. The performance of this proposed structure 

has been examined using the finite-difference time-domain (FDTD) method. We added additional 

rods in the resonant cavity to enhance sensitivity and quality factor, with careful adjustments. The 

results demonstrate that this proposed structure offers remarkable sensitivity, measuring at 93.61 

pm/°C and a quality factor of 2506.5. As a result, it proves to be well-suited for sensing applications 

based on nanotechnology. In the second part, we employed one-dimensional photonic crystal based 

sensors to identify cancerous cells. The detection is achieved by shifting the defect mode caused by 

changing cancer cells placed in the vertical slot. This shift induces a variation in the refractive index. 

A new class of PhCs material has been developed to improve sensor performance further. These 

materials are obtained by doping titanium dioxide (TiO2) with silver (Ag) metal nanoparticles using 

the Maxwell-Garnett relationship. The change in the optical index of the composite material obtained 

is adjusted as a function of the silver nanoparticle concentration. The optical properties of the 

biosensor were investigated using the transfer matrix method. The study was extended by varying the 

angle of incidence of the optical wave through a prism placed in front of the structure. The optimized 

structure demonstrates a significantly higher sensitivity of 3201 nm/RIU. 

Keywords: Photonic crystals, sensing, biosensing, integrated optics, transfer matrix method, FDTD



Résumé 

 

Thèse : Contribution à la modélisation des microstructures a cristaux 

photoniques à base des matériaux semi-conducteurs et composites 

Option : Electronique 

Specialité : Micro- Nanoélectronique et photonique  
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L’objectif principal de cette thèse est d'explorer les capteurs optiques à indice de réfraction basés sur 

les cristaux photoniques. La recherche présente deux concepts de capteurs qui exploitent les 

propriétés uniques des cristaux photoniques. Le premier dispositif sert de capteur de température, 

tandis que le deuxième dispositif est destiné à la détection du cancer. Le premier composant explore 

un nouveau concept de capteur de température utilisant un cristal photonique bidimensionnel. Ce 

dispositif comprend un réseau carré de piliers en silicium (Si) dans un milieu d'air. Le dispositif 

contient deux quasi-guides d'ondes disposés en ligne avec une cavité résonante. Son mécanisme de 

détection repose sur les variations de l'indice optique du Si, résultant des fluctuations de température 

dans une plage de 0 à 80 °C. Les résultats de la simulation sont obtenus en utilisant des applications 

logicielles disponibles dans le commerce, à savoir Fullwave et Bansolve. Les performances de cette 

structure proposée ont été examinées à l'aide de la méthode de différences finies en domaine temporel 

(FDTD) .Nous avons ajouté des tiges supplémentaires dans la cavité résonante pour améliorer la 

sensibilité et le facteur de qualité, avec des ajustements minutieux. Les résultats démontrent que cette 

structure proposée offre une sensibilité remarquable, mesurée à 93,61 pm/°C et un facteur de qualité 

de 2506,5. Par conséquent, elle s'avère bien adaptée aux applications de détection basées sur la 

nanotechnologie. Dans la deuxième partie, nous avons utilisé des capteurs à cristaux photoniques 

unidimensionnels pour identifier les cellules cancéreuses. La détection est réalisée en décalant le 

mode de défaut provoqué par le changement de cellules cancéreuses placées dans la fente verticale. 

Ce décalage induit une variation de l'indice de réfraction. Une nouvelle classe de matériaux CPhs a 

été développée pour améliorer davantage les performances du capteur. Ces matériaux sont obtenus 

en dopant le dioxyde de titane (TiO2) avec des nanoparticules métalliques d'argent (Ag) en utilisant 

la relation de Maxwell-Garnett. Le changement de l'indice optique du matériau composite obtenu est 

ajusté en fonction de la concentration de nanoparticules d'argent. Les propriétés optiques du 

biocapteur ont été étudiées à l'aide de la méthode de la matrice de transfert. L'étude a été étendue en 

faisant varier l'angle d'incidence de l'onde optique à travers un prisme placé devant la structure. La 

structure optimisée démontre une sensibilité significativement plus élevée de 3201 nm/RIU. 

Mots-clés : Cristaux photoniques, détection, biocapteur, optique intégrée, matrice de transfert, FDTD



 ملخص

 

والمواد  انصاف النواقلئية القائمة على الأطروحة: المساهمة في نمذجة الهياكل الدقيقة للبلورات الضو

 المركبة.

 

  إلكترونيك المجال:

 نانو الكترونيات والضوئيات-: ميكروالتخصص

 .فايزة بونعاس طالبة الدكتوراه:

 لعباني امال التعليم العاليأستاذة  :المشرفة

التركيز الرئيسي لهذه الأطروحة هو استكشاف أجهزة الاستشعار البصرية على أساس البلورات الضوئية. يقدم 

البحث مفهومين للمستشعرات يستفيدان من الخصائص الفريدة للبلورات الضوئية. يعمل الجهاز الأولي كمستشعر 

يقدم المكون الأول مفهوما جديدا درجة الحرارة، في حين أن الجهاز الثاني مخصص للكشف عن السرطان. 

عمدة لأ. يتكون هذا الجهاز من بنية مربعة D(2(لمستشعر درجة الحرارة باستخدام كريستال ضوئي ثنائي الأبعاد 

( داخل وسط الهواء. يحتوي الجهاز على اثنين من أدلة الموجة مرتبة في خط واحد مع التجويف. Siالسيليكون )

(، الناتجة عن تقلبات iSاصة به على التغيرات في المؤشر البصري لأعمدة السيليكون )وتعتمد آلية الاستشعار الخ

 البرمجيات تطبيقات باستخدام المحاكاة نتائج على الحصول تم  .درجة مئوية 80-0درجات الحرارة ضمن نطاق 

باستخدام طريقة النطاق وقد تم فحص أداء هذا الهيكل المقترح Bandsolve . و Fullwave وهي تجارياً، المتاحة

ر مع تعديلات دقيقة.  تظه الجودة،في التجويف لتعزيز الحساسية وعامل  اعمدة(. أضفنا FDTDالزمني المحدود )

. ونتيجة 5. 250وعامل جودة  m/°C1 .3. pالنتائج أن هذا الهيكل المقترح يوفر حساسية ملحوظة، قدرت ب 

دمنا مستشعر استخ الثاني،في الجزء لذلك، ثبت أنه مناسب تماما لتطبيقات الاستشعار القائمة على تقنية النانو. 

احادي البعد مبني على اساس البلورات الضوئية لتحديد الخلايا السرطانية.  ويتحقق الكشف عن طريق تغيير 

تغيير الخلايا السرطانية الموضوعة في الفتحة العمودية.  يؤدي هذا التحول إلى اختلاف وضع الرنين الناجم عن 

يتم لتحسين أداء أجهزة الاستشعار بشكل أكبر.  PhCsفي معامل الانكسار. وقد تم تطوير فئة جديدة من مواد 

يد التيتانيوم ( الى ثاني أكسAgالحصول على هذه المواد عن طريق اضافة جسيمات نانو معدنية فضية )

(2TiO) غارنيت. يتم تعديل التغيير في المؤشر البصري للمواد المركبة التي تم الحصول -علاقة ماكسويل باستخدام

يوي حعليها بدلالة تركيز جسيمات متناهية الصغر الفضية.  وقد تم التحقيق في الخصائص البصرية للمستشعر ال

الدراسة عن طريق تغيير زاوية سقوط الموجة البصرية من خلال  .  تم توسيعتحويلباستخدام طريقة مصفوفة ال

  . nm/RIU  320pموشور وضع أمام الهيكل.  يوضح الهيكل المحسن حساسية أعلى بكثير و التي قدرت ب

 ،التحويل المتكاملة، مصفوفةالبصريات  ،الحيوي استشعار استشعار، الضوئية،: بلورات الكلمات المفتاحية

FDTD



 

 

 




