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Examinateurs: Pr Soltani Faouzi Université Frères Mentouri Constantine 1
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Abstract

In this PhD Thesis, we address the problem of automatic ship detection acquires from
SAR (Synthetic Aperture Radar) images in complex marine environments. Assuming a
non-Gaussian sea clutter with no prior knowledge about the presence or not of any clut-
ter edge and/or interfering targets in the sliding reference window, we propose and analyze
the detection performances of three CFAR (Constant False Alarm Rate) detectors in homo-
geneous and heterogeneous Log-normal or Weibull sea clutter. In doing this, we first analyze
the QM-CFAR (Quantile Matching-Constant False Alarm Rate) detector in a Weibull back-
ground. This detector addresses the problem of fixed-point(s) censoring detector in multiple
target situations. Specifically, assuming a non-stationary Weibull clutter with the presence
or not of interfering targets, the QM and the MLE (Maximum Likelihood Estimator) are
concomitantly used to allow the proposed detector to perform robustly in multiple target
situations with a priori unknown Weibull parameters. MC (Monte-Carlo) simulations show
that, compared to recent existing CFAR algorithms, the QM-CFAR detector provides robust
and accurate estimates of the Weibull distribution parameters and achieves less degradation
of the PD (Probability of Detection) in multiple target situations. Then, for the sake of
reducing the effect of outliers on the SD (Standard Deviation) based detector, we suggest the
use of the MAD (Median Absolute Deviation), as it is a robust and fast alternative to SD.
The newly presented MAD-CFAR detector’s detection threshold can be computed straight-
forwardly; yielding a significant gain in the PD and processing time. Finally, we address the
problem of lower and upper automatic censoring of unwanted samples from a rank ordered
data of reference cells, i.e., bilateral or dual automatic censoring. To this end, we suggest
the use of CFCR (Constant False Censoring Rate) and CFAR detection biparametric thresh-
olds to censor lower and upper outliers. In doing this, we propose a novel estimator AML
(Approximate Maximum Likelihood), which generates closed-form expressions of lognormal
distribution parameters with no iterations needed. We showed that in a log-normal hetero-
geneous background, the AML-CFAR ship detector acquires a fair PFA (Probability of False
Alarm) regulation, a high detection performance and a fair time cost with regard to the
challenging state-of-the-art detectors.
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Résumé

Dans cette thèse de doctorat, nous considérons le problème de la détection automatique de
navires à partir d’images acquise par un SAR (Synthetic Aperture Radar) opérant dans des en-
vironnements marins complexes. En supposant un clutter non gaussien sans aucune connais-
sance préalable de la présence ou non d’un bord de clutter et/ou de cibles interférentes dans
la fenêtre de référence glissante, nous proposons et analysons les performances de détection
de trois détecteurs CFAR (Constant False Alarm Rate) pour un clutter marin homogène
et hétérogène de type Log-normal ou Weibull. Pour ce faire, nous analysons tout d’abord
le détecteur QM-CFAR (Quantile Matching-CFAR) dans un clutter Weibull. Ce détecteur
traite le problème de la censure de point fixe dans des situations de cibles multiples. Plus
précisément, en supposant un clutter Weibull non stationnaire avec la présence ou non de
cibles interférentes, le QM et le MLE (Maximum Likelihood Estimator) sont utilisés con-
comitamment pour permettre au détecteur proposé de fonctionner de manière robuste dans
des situations de cibles multiples avec un clutter Weibull dont les paramètres sont inconnus a
priori. Les simulations MC (Monte-Carlo) montrent que, par rapport aux récents algorithmes
CFAR, le détecteur QM-CFAR induit une estimation des paramètres du clutter Weibull de
manière précise et impacte une dégradation moindre de la PD (Probability of Detection).
Ensuite, afin de mitiger l’effet des interférences sur le détecteur basé sur l’écart-type, nous
suggérons l’utilisation du détéecteur MAD (Median Absolute Deviation), qui consiste en une
alternative plus robuste et plus rapide que celle basée sur l’écart-type. Le seuil de détection du
détecteur MAD-CFAR nouvellement présenté peut être calculé directement, ce qui se traduit
par un gain significatif en termes de PD et de temps de traitement. Enfin, nous considérons
le problème de la censure automatique bilatérale d’échantillons non désirés à partir d’une
suite ordonnée des cellules de référence. A cet effet, nous suggérons l’utilisation de seuils bi-
paramétriques de détection CFCR (Constant False Censoring Rate) et CFAR pour censurer
les cellules indésirables de plus petites et de plus grandes puissances. Pour ce faire, nous
proposons un nouvel estimateur AML (Approximate Maximum Likelihood) qui infère des
expressions littérales des paramètres de la distribution lognormale. Nous montrons que pour
un clutter hétérogène log-normal, le détecteur de navires AML-CFAR acquiert une régulation
de la PFA (Probability of False Alarm) rationnelle, une performance de détection élevée et
un coût raisonnable par rapport aux détecteurs existants.
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Chapter 1

General Introduction

Summary

In this chapter, we recall some useful definitions of SAR (Synthetic Aperture Radar) imagery

and the fundamental principles of ATR (Automatic Target Recognition) systems. Then,

we position ourselves in relation to the problems we want to solve. Finally, we present the

reading structure of this thesis.

1
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1.1 Introduction

With increasing worldwide world travel and transport of goods, vessel traffic services. OEM

(Ocean Environment Monitoring) has become one of the most important tasks of the coastal

authorities nowadays, which involves tracking and monitoring illegal vessel activities, oil

spills, retrieval of wave parameters, wind and current observations, etc. According to the UN

(United Nations) [3], maritime-based trade has grown at a rapid pace in recent years (4%

in 2017), with a compound annual growth rate of 3.8% projected between 2018 and 2023.

Seaborne transportation accounts for almost 90% of freight trade outside the EU (European

Union) and 40% of freight trade within the EU. Furthermore, over 400 million passengers

utilize European ports annually. Regarding fuel exchange, tankers are currently transporting

significant amounts of natural gas and 90% of oil is already transported by sea. In terms

of fisheries, the number of vessels in the European fishing fleet in 2017 was almost 83,000,

even though it has been getting smaller over the past ten years. In this setting, measures to

ensure the safety of navigation and, more broadly, the marine environment is critical indeed,

all of these circumstances have contributed to maritime surveillance becoming an increasingly

heated subject.

In this context, RS (Remote Sensing) can provide valuable support. It is one of the

geospatial technologies that are having an increasing influence in fields ranging from business

to research, to public policy. Often known as EO (Earth Observation) [4], it is the process

of gathering information about objects or areas on the Earth’s surface using electromagnetic

radiation without coming into physical touch with the object or area. This technological

progress includes mainly the appearance and development of new observation and acquisition

systems. Among them, we distinguish the RADAR (RAdio Detection And Ranging) which

is an active system that can be used day and night under various weather conditions. These

two advantages have led to an expansion of research work providing this system with new and

increasingly sophisticated functionalities and capabilities. Among the RS systems, due to its

unique ability to provide high-resolution images of the earth’s surface, even in challenging

conditions such as low light or cloud cover, the SAR (Synthetic Aperture Radar) imagery

has become an increasingly important tool for a wide range of applications. SAR imagery is

used for a variety of purposes, including [5]

Environmental monitoring: SAR imagery is a powerful tool for monitoring the environ-
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ment and tracking changes over time. It is used to monitor and track deforestation, glacier

melting, soil erosion, and other changes to the earth’s surface. SAR imagery provides de-

tailed information about the earth’s surface, allowing researchers and policymakers to make

informed decisions about how best to preserve and protect the environment [6].

Disaster response: SAR imagery can play a critical role in disaster response efforts by

providing accurate and timely information about the extent of damage and the areas that

require the most assistance. It is used to assess damage, plan relief efforts, and monitor

recovery progress following natural disasters such as hurricanes, earthquakes and floods. SAR

imagery provides valuable information about the affected areas, even in situations where

access is difficult or impossible for human responders [7].

Maritime surveillance: SAR imagery is an essential tool for maritime surveillance and

tracking of shipping lanes. It is used to detect and track ships, monitor vessel traffic, and

aid in search and rescue operations. The high resolution and ability to penetrate cloud cover

make SAR imagery an ideal tool for maritime surveillance especially monitoring areas with

frequent cloud cover, allowing authorities to monitor and respond to potential threats in

real-time [3, 8].

Defense and security: SAR imagery has become an important tool for defense and security

purposes, such as surveillance, target acquisition, and reconnaissance. It provides high-

resolution images of the earth’s surface, even in challenging conditions, making it an ideal

tool for military and security applications [9].

The intrinsic capability of this instrument is to provide a quick view of the oceanic surface

features such as vessels, waves and currents, oil spills, laver facilities and wind fields (Cf.

Figure 1.1). SAR has been developed into a mature and powerful microwave RS technology

since it was proposed by Carl Atwood Wiley, a mathematician and engineer of Goodyear

Aerospace Corporation in the United States in 1951 [10]. The latter remains a suitable

option for a depiction of the observed target since it gives rich visual information about

the observed radar target. In addition, modern SAR sensors can offer wide-area imaging

capabilities, and generate large amounts of data in a short period of time, and there is an

obvious need for automatic detection of targets of interest.

The use of SAR imagery for ship detection has been an active area of research in re-

cent years. A number of automatic ship detection algorithms have been proposed. These

algorithms are designed to provide an efficient and effective means of detecting and locating
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Figure 1.1: Schematic representation of activities and impacts in a coastal zone [1].

ships in SAR images, eliminating the need for manual detection with the ability to detect

objects or events as they are happening, without any significant delay. This is one of the key

challenges addressed in this thesis.

Ship detection in SAR imagery can be accomplished through two different methods: the

detection of the ship target itself, and the detection of the ship’s wake [11]. The detection

of the ship’s wake involves identifying and locating the distinct patterns created by the ship

as it moves through the water. This is typically accomplished by analyzing the SAR image

for changes in the sea surface, such as waves and wakes, which can be indicative of the

presence of a ship. The detection of the ship target, on the other hand, involves identifying

and locating the ship in the SAR image. This is typically accomplished by using image

processing techniques, such as segmentation and feature extraction, to isolate the ship target

from the rest of the image. The unique radar signature of ships, including their shape,

size, and RCS (Radar Cross Section), can be used to distinguish them from other objects

in the image, such as land masses, sea clutter, and clouds. Here we will only focus on

algorithms that detect the ship itself. Within the framework of the work carried out and

presented in this thesis, one of the objectives is the development of innovative and robust

processing methods allowing the improvement of the automatic target detection process in

SAR images. The requirements that any identification system has to provide are a high PD

(Probability of Detection), constant PFA (Probability of False Alarm), accurate geo-location,

ship identification, and ability in operating in all weather and light conditions. The well-
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known CFAR (Constant False Alarm Rate) concept is a signal processing strategy to control

the false alarm rate in automatic radar target detection. CFAR detectors are widely used in

ATR systems to accurately detect targets in noisy and cluttered environments [12]. CFAR

detectors are designed to provide a constant PFA, regardless of the changing environmental

conditions. This is achieved by adjusting the threshold of the detector dynamically, based on

the statistical properties of the background clutter. The use of CFAR detectors in SAR-ATR

systems has been widely researched and implemented in recent years. Many researchers and

industry professionals have recognized the importance of CFAR detectors and have dedicated

their efforts to improving the algorithms and methods of their implementation [13, 14].

For all these reasons, it is of paramount importance to review and discuss the poten-

tialities of SAR in the wide range of maritime surveillance applications, which is the main

reason that led to the publication of this thesis.

1.2 SAR-ATR of Ships

Target detection is the front-end stage in any ATR system for SAR imagery [15]. Previous

research on automatic target detection in SAR imaging has clearly demonstrated that no

single detection method produces good results and that a hierarchical system of algorithms

is required. The efficacy of the detector directly impacts the succeeding stages in the SAR-

ATR processing chain. Figure 1.2 depicts the overall framework of an end-to-end ATR

system for SAR imaging as documented in the literature [5, 15]. Accordingly, ship detection

systems generally consist of several distinctive stages, land masking, detector, also known as

prescreener, LLC (Low Level Classifier) also known as discriminator), and HLC (High Level

Classifier). The LLC and HLC stages together are commonly known as the focus-of-attention

module. While this is the most common structure reported in the literature, it should be

highlighted that (theoretically) there is no restriction on the number of stages [15].

Land masking
Detector


(aka Prescreener)
Low Level Classifier


(LLC; aka Discriminator)
High Level Classifier


(HLC)

Input SAR

Image

Classification

Result

Figure 1.2: General structure for an end-to-end SAR-ATR system.



Chapter 1 6

1.2.1 Land masking

Land masking is a pre-required stage for most traditional ship detection systems. It is one

of the most important stages since ship detectors can produce high numbers of false alarms

when applied to land areas; this is owing to the fact that land has higher reflectance values

than open sea [5]. Managing these false alarms can strain detection systems too much.

Accurate land masking is generally complex due to the inaccuracy of recorded coastline, tidal

variations, and coastal constructions. Registering the SAR image with existing geographic

maps is a common method for land masking. Even though this is the simplest method,

it is not perfect. Registration errors are common in satellite imagery because the orbital

parameters are not precisely known. Naturally, there is also the possibility of tidal variations

and the geographical maps may not show small islands and rocks. As a result, portions of

land will be designated as ocean, and vice versa. Such issues may happen with registration

errors. Despite the fact that manual registration can reduce errors, it is neither intelligent

nor cost-effective. The use of specific algorithms to automatically identify the coastline is

another approach to territory masking. The vast majority of shoreline extraction algorithms

are based on these image handling steps, which employ an edge operator to remove speckle

noise. After that, a mean filter is used to expand the edge map, and thresholding is used

to tell the difference between land and water. Even though the current coastline extraction

algorithms outperform registration, they are unable to detect in real time and complex sea

conditions, resulting in a significant decline in performance. The following literature chapters

will not examine land masking because it is not the primary goal of this research; but we do

mention the following new algorithm for removing high-intensity land areas from the SAR

image. That is, the group of pixels which is brighter than other pixels in the subimage is

defined as [11]

ν =
[µlocal window]2

2 [σtile]
2 (1.1)

where µlocal window is the average of pixels in the moving window and σtile the standard

deviation of all pixels in the processed subimage. This operation removes land areas and

many pixels with high brightness, but maintains the ships with only a few pixels.

1.2.2 Prescreening

Prescreening, also known as detection, is the front-end stage in any SAR-ATR processing

stages [15]. The objective of the preprocessing stage is to reduce the amount of data that
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need to be processed in the later stage and improve the accuracy of the next detection stage by

identifying all ROIs (Regions Of Interest). The ROIs can then be passed into the LLC stage

for further analysis [Crisp, 2004]. Defining a global threshold of the image is a simple way

to proclaim any pixel value beyond the threshold as an anticipative ship pixel, but can cause

numerous false alarms. However, the detector should be constructed to strike a compromise

between computing complexity, detection effectiveness, and outlier rejection. Also in order to

function in real-time or close to real-time, the detector needs to be computationally simple.

In contrast, the detector must have a high PD and a low PFA.

Without a robust clutter rejection algorithm, such a system will almost certainly have

unacceptable numbers of false alarms and misidentifications [16]. There are numerous strate-

gies for implementing the detector. Adaptive thresholding is a type of algorithm that is

commonly used in the prescreening stage of an ATR system for SAR imagery. The main idea

behind this type of thresholding is the use of a different threshold for each pixel in the image,

rather than using a single global threshold for the entire image. The threshold for each pixel is

determined based on the intensity values in the local neighborhood of that pixel. This allows

the threshold to be adjusted dynamically based on the local image characteristics, making

it possible to effectively filter out background clutter and noise while preserving the target

information. There are several different types of adaptive thresholding algorithms, each with

its own strengths and weaknesses. The most popular adaptive thresholding algorithms in-

clude the well-known CFAR method, derived from the Bayesian decision theory. It is a signal

processing strategy to control the false alarm rate in automatic radar target detection. It has

been extensively studied and applied in several SAR-ATR systems [17, 15]. While detecting

targets in nonstationary clutter, CFAR detectors must maintain a constant PFA. Typically,

the distribution of the set of observation samples is unknown and varies from set to set. In

practice, it is commonly believed that distribution functions are known only partially within

some parameters that may be inferred from the observation. This simplifying assumption

leads to detection techniques for a wide range of probability distributions.

The crucial idea of a good CFAR detector is based on multiple stages. As shown in Figure

1.3, the separation of the clutter from the target is usually accomplished by a rectangle-shaped

sliding window. This latter is divided into a PUT (Pixel Under Test), a guard region, which

must be at least twice as large as the target of interest, and a clutter region, whose size

should be large enough to estimate the local clutter statistics accurately [18]. The use of a

guard region is an important aspect in CFAR detection, as it helps to ensure that the target
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CLUTTER
PIXELS

GUARD
PIXELSPUT

Figure 1.3: CFAR sliding window depicting the PUT, guard region and clutter region.

detection threshold is set accurately and optimally and to ensure that no pixels of an extended

target could be included in the clutter region, resulting in a skewed PDF (Probability Density

Function) and an erroneous detection threshold calculation [19]. However, the use of the guard

region is not always the most accurate or appropriate method for all scenarios. Alternatives

to the conventional guard region approach are discussed in the forthcoming chapters.

1.2.3 Low Level Classification

After the prescreener has identified ROIs that potentially contain targets, the LLC stage

eliminates areas within the ROI that are composed of clutter, even if they were initially

detected by the detector. The LLC stage may be thought of as a process of gradually

reducing false alarms from a broad to a more precise level [5]. At the end of this procedure,

only ship targets should be marked, and any false alarms should be deleted. Discrimination

can be achieved through a variety of techniques, including [20].

Feature Extraction: This method involves identifying and extracting distinctive features

of the target, such as its shape, size diameter or the length of the smallest box that encloses

all the bright scatters in a binary image, orientation and texture. These features are used to

differentiate between targets and clutter.

Statistical Classification: This method involves statistical techniques, such as decision

trees, support vector machines or neural networks, to classify the image pixels into target

and clutter categories. The statistical classifier is trained using a labeled dataset that consists

of examples of both targets and clutter, and the classifier uses this training data to make
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predictions about the target/clutter categories of new pixels.

Model-Based Discrimination: This method involves a physical or mathematical model

of the target to discriminate between targets and clutter. The model-based approach can

be used in conjunction with other discrimination methods, such as feature extraction or

statistical classification, to improve the overall performance of the ATR system.

Contextual Discrimination: This method involves the information about the spatial

context of the image pixels, such as their location, neighbors, and surrounding environment,

to differentiate between targets and clutter. Contextual information can be used to provide

additional constraints on the target/clutter categorization, and can be particularly useful in

cluttered environments where other discrimination methods may fail.

Each of these techniques has its own strengths and limitations. ATR systems often use

a combination of these approaches to achieve the highest level of accuracy and reliability.

This research work does not delve into land masking or discrimination as these are not the

primary focus of the study and will not be addressed in the subsequent chapters.

1.2.4 High Level Classifier

An HLC is a type of machine learning model or algorithm that performs complex classification

tasks, often involving multiple classes and complex relationships between the classes. The

goal of an HLC is to accurately predict the class or category of an object or instance based

on a set of features or attributes [15].

Unlike LLCs, which perform simple binary classification tasks, HLCs can handle multiple

classes, complex relationships between the classes, and can make predictions based on more

nuanced and sophisticated analysis of the data. HLCs are often more accurate and flexible

than LLCs, but they may also be more computationally intensive and require more data to

train effectively.

Examples of HLCs include decision trees, random forests, support vector machines,

neural networks and deep learning models. These models can be used in a wide range of

applications, including image recognition, speech recognition, natural language processing

and predictive analytics.
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1.3 Contributions

The primary aim of this thesis focuses on providing novel automatic tools for ship target

detection using advanced SAR imagery technology. This thesis contains a number of research

articles that give thorough statistical analysis of sea clutter and handle difficult detection

challenges caused by multiple target situations and non-homogeneous ocean environments.

In order to achieve the objective of this research work, the CFAR target detection

concept is adopted. As discussed earlier, the detection performance of CFAR methods is

easily affected by the various non-homogeneities of the environment. Moreover, the sliding

window technique cannot effectively differentiate between clutter and target pixels and easily

leads to a high computation load. In this thesis, we propose new non-guard CFAR ship

detection methods for SAR images, which introduce censoring techniques to CFAR detectors

to resolve the aforementioned drawbacks.

The study incorporates both simulated and real SAR scenes in its analysis, in order

to thoroughly examine and compare the effectiveness of the proposed methods in different

scenarios. By using simulated and real data, the study aims to establish a comprehensive

understanding of the performance of the method under varying conditions, and provides

insights into its potential applications in real-world situations.

As a detector’s processing time is important in SAR ship detection. Fast and efficient

detection of ships is essential. Long processing times can lead to delays in decision making,

which can have serious consequences in time-sensitive situations. Therefore, it is important

to have detectors that can rapidly and accurately detect ships in SAR scenes in order to

ensure efficient and effective operations. This ensures shorter revisit time and the possibility

to manage RT (Real Time) or NRT (Near Real Time) monitoring activities. Therefore, the

new detectors have been specifically designed with low time costs. By leveraging advanced

algorithms, the new detectors are able to quickly and accurately detect ships in SAR scenes.

This means that decisions can be made faster and more efficiently, without sacrificing accu-

racy, making them ideal for time-sensitive applications such as maritime surveillance, search

and rescue operations and environmental monitoring.
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1.3.1 Publication summary

The main body of this thesis is based on three journal papers and two IEEE (Institute of

Electrical and Electronics Engineers) conference proceedings. The articles listed are a col-

lection of scholarly works that were written over the course of the PhD program. They

represent a substantial contribution to the field of automatic CFAR target detection and

highlight the research progress and achievements made throughout the PhD journey. Each

article is presented in chronological order, making it easy to see the evolution of the research

over time. The conference papers presented during this PhD are also reported. In addition

to the order, a brief summary has been provided for each article, giving an overview of its

content and main findings. These summaries serve as a convenient reference for those who

may not have time to investigate the full texts, but still wish to gain a general understanding

of the research. Overall, the articles represent a comprehensive body of work that showcases

the depth and breadth of the PhD research program.

Journal Papers

1. Hicham Madjidi, Toufik Laroussi, Faiçal Farah. ”On Maximum Likelihood Quantile

Matching CFAR Detection in Weibull Clutter and Multiple Rayleigh Target Situations:

A Comparison,” Arabian Journal for Science and Engineering (2022): 1-9.

The QM-CFAR (Quantile Matching-CFAR) detector for a Weibull background is

introduced in this paper. In particular, assuming a non-stationary Weibull clutter with

or without interfering targets, the QM and MLE (Maximum Likelihood Estimator)

are used concurrently to allow the proposed detector to perform robustly in multiple

target situations with a priori unknown Weibull parameters. That is, we first rank

order the reference samples in order to choose quantile information that has the same

clutter characteristics as the CUT (Cell Under Test) and remove any outliers from the

data. The parameters are then obtained using the QM and the MLE. Finally, we carry

out target decision-making. The subsequent CFAR detection threshold provides for

fixed censoring of the top end of the reference window. MC (Monte-Carlo) simulations

reveal that, when compared to contemporary existing CFAR algorithms, the QM-CFAR

detector gives more robust and more accurate estimations of the Weibull distribution

parameters, and achieves reduced PD deterioration in multiple target circumstances
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[21].

2. Hicham Madjidi, Toufik Laroussi, Faiçal Farah. ”A Robust and Fast CFAR Ship

Detector Based on Median Absolute Deviation Thresholding for SAR Imagery in Het-

erogeneous Log-normal Sea Clutter,” Signal, Image and Video Processing (2023): 1-8.

The MAD-CFAR (Median Absolute Deviation-CFAR) detector is introduced in

this paper for ship detection in SAR images immersed in heterogeneous log-normal

clutter. The SDM (Standard Deviation around the Mean) is a well-known data spread

metric that can be greatly influenced by strong and/or weak outliers, as well as non-

Gaussianity of the background clutter. To address this issue, we use the absolute

deviation around the median, also known as the MAD metric, which is more resistant

to outliers in multiple target situations. The MAD-CFAR detector shows robust false

alarm regulation and high detection in a heterogeneous log-normal background when

compared to the performances of contemporary CFAR detectors on both simulated and

real SAR images [22].

3. Hicham Madjidi, Toufik Laroussi. ”Approximate MLE Based Automatic Bilateral

Censoring CFAR Ship Detection for Complex Scenes of Log-Normal Sea Clutter in SAR

Imagery,” Digital Signal Processing (2023): 1-15.

In this paper, we propose and examine the automatic bilateral censoring and

detection capabilities of the AML-CFAR (Approximate Maximum Likelihood-CFAR)

detector in complex scenes of log-normal sea clutter. That is, resorting to linear bipara-

metric adaptive thresholds for both censoring and detection algorithms, we introduce

a logarithmic amplifier to get a transformed Gaussian distribution. We first compute

the lower and upper censoring thresholds using the closed form solutions of the AML

estimates of the unknown mean and standard deviation parameters by assuming a ho-

mogenous middle half ranked sub-SRW (Sliding Reference Window). After censoring

both ends, we utilize the remaining data to estimate the unknown distribution param-

eters using the same expressions as the AML estimates to get the detection threshold.

Extensive simulations on both simulated and real SAR images reveal that the AML-

CFAR detector outperforms its competitors’ state-of-the-art detectors [23].

International Communications

1. Hicham Madjidi, Toufik Laroussi, and Faiçal Farah. ”A CFAR Detection Algorithm
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for Weibull and Lognormal Clutter Mixture in SAR Images,” In 2022 19th International

Multi-Conference on Systems, Signals & Devices (SSD), pp. 286-291. IEEE, 2022.

The paper proposes a CFAR detector for SAR clutter images based on a WLMM

(Weibull Lognormal Mixture Model). The clutter parameters of the mixture and the

accompanying percentiles are first calculated using MLEs. Then, an adaptive threshold

is set to keep the PFA constant. The SA (Simulated Annealing) optimization approach

is used to efficiently shorten the searching time and estimate the global optimal per-

centiles. The application of the proposed CFAR framework to a real-world image,

namely the MSTAR BTR 60 (Moving and Stationary Target Acquisition and Recogni-

tion Bronetransporter), demonstrates that an optimum weighting yields a good detec-

tion [24].

2. Hicham Madjidi, Toufik Laroussi, and Faiçal Farah. ”CFAR Ship Detection in SAR

Images Based on the Generalized Rayleigh Mixture Models,” In 2022 M’sila. IEEE,

2022.

In this paper, we employ the GRMM (Generalized Rayleigh Mixture Model)

to describe sea clutter and estimate the CFAR threshold in the same way as we did

in [24]. Furthermore, to address the issue encountered in traditional window-based

CFAR detectors, we create a binary censorship map that specifies pixels that should

not be used for background modeling. This would prevent the clutter statistics from

deteriorating owing to neighboring target pixels [25].

1.4 Thesis Structure

The rest of this thesis is organized as follows. In chapter 2, after a brief presentation of

the conventional radar systems, we lay the foundations of radar imagery necessary for under-

standing the information contained in SAR images. In chapter 3, we first recall the statistical

models of the radar clutter under different sea conditions and grazing angles of radar beams

used in radar detection along with target models. Then, we discuss how selecting the best fit-

ting distribution by using the term Goodness of fit test. Lastly, we discuss the basic concepts

of adaptive CFAR detection as well as the adaptativity of the detection threshold.

In chapter 4, 5 and 6, novel CFAR detectors, for complex environments, are derived.

MC simulations are performed to compare the new CFAR detectors with classical CFAR
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ones in terms of ROC (Receiver Operating Characteristics) curves and computational time.

In addition, the same algorithms are compared through real datasets acquired from different

sensors (Sentinel-1, TerraSAR-X and ALOS-2 SAR) and outcomes are compared with GT

(Ground Truth).
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Remote Sensing Radar Imaging

Summary

After a brief presentation of the conventional radar systems used to acquire the data, the

main objective of this second chapter is to lay the foundations of radar imagery necessary for

understanding the information contained in SAR images. First, we summarize the physical

bases of radar imagery before presenting the principle of SAR image formation. Particular

interests are given to explaining the signal processing methods used to achieve increasingly

small resolutions, namely pulse aperture synthesis. Then, various specific properties of SAR

data, namely, speckle noise, geometric and radiometric are summarized. Finally, we conclude

with a presentation of the different types of SAR data.

15
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2.1 Introduction

Before we examine the peculiarities of radar imaging systems, let us first look briefly at

their origins and history. The origin of radar can be traced back to the experiments of

Heinrich Hertz in 1886, in which he demonstrated that radio waves could be reflected by

metallic objects. Shortly after, in 1904, German inventor Christian Hülsmeyer was the first

to put these findings to use by constructing a simple ship detection device, aimed at avoiding

collisions during foggy conditions. In the 1920s and 1930s, experimental ground-based pulsed

radars were developed for detecting objects at a distance [2].

The effectiveness of a radar system depends in part on the manufacturers, the operator,

and the conditions under which it operates. The manufacturers must properly calculate data

such as transmitter power, receiver sensitivity and the type of airborne material used. The

operator, on the other hand, must make the best use of the equipment provided. For example,

he must choose the location of his radar station so that it is not obstructed by surrounding

objects such as hills, cliffs or tall buildings. It is also necessary to move it away as much as

possible from the interfering sources such as other radars for example. There are, however,

other factors that can interfere with the proper functioning of the radar and over which the

manufacturer and operator have no control. Among these exogenous factors, we can quote,

Fig 2.1, the atmospheric conditions, the dimension and the shape of the object to be detected,

the sphericity of the ground and the interferences caused by solar and cosmic radiations or

other systems of jamming produced by man. The detection and display of an echo signal

is often accompanied by this unwanted information appearing simultaneously on the display

screen. These may be echoes from other objects or electrical interference, usually referred to

as noise from external electrical installations or from the radar itself [26].

The specific role of radar is to determine which of the received echoes is useful (target

echo). If the radar is used for meteorological research, the echoes reflected by rain and

clouds can be considered interesting, whereas the echoes reflected by aircraft are considered

undesirable. On the other hand, if the radar is used for enemy aircraft detection, echoes

reflected from rain and clouds become undesirable [26].

Unlike a simple radar, which only detects the presence and location of an object, imaging

radar can create detailed images of the target area, providing information about its size,

shape, and surface features. Early imaging radars deployed during WWII (World War II)
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Figure 2.1: Schematic representation of activities and impacts in a coastal zone.

included revolving sweep screens that were utilized for aircraft identification and placement.

After WWII, SLAR (Side-Looking Airborne Radar) was developed for military surveillance

and reconnaissance, imaging a strip of ground parallel to and offset to the side of the aircraft

during flight. In the 1950s, also for military purposes advances in SLAR and the development

of higher resolution SAR were developed. These radars were declassified in the 1960s and

began to be utilized for civilian mapping applications. Since then, various airborne and

spaceborne radar systems for mapping and monitoring purposes have been developed [2].

2.2 Radar systems

A radar system is a device used for detecting and tracking objects, typically by emitting

high-frequency radio waves and measuring the reflection (echo) from the target. The basic

principle of radar operation is straightforward. A transmitter sends out a short burst of radio

waves, and the receiving antenna listens for an echo. The time it takes for the echo to return

is used to calculate the distance of the target, while the frequency shift (Doppler effect) in

the returning signal is used to determine its velocity. The radio waves are therefore emitted

into space in repetitive pulses at regular intervals called Pulse Repetition Interval TR (PRI).

In order to avoid the so-called second time around echo effect, the receiver, sharing the same

antenna with the transmitter, must not only be inhibited for the entire duration τ of each

transmitted RF pulse, but also, they should have a power and Pulse Repetition Frequency

fR (PRF) so as to minimize any risk related to a propagation anomaly. This anomaly can

be caused by the location of the radar and/or particular weather conditions. Each time

an object located in the scanning space (main beam) of the radar is hit by the RF (Radio
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Frequency) wave, a part of the electromagnetic energy is reflected and then analyzed by

the receiver becoming operational during the interval separating two successive pulses called

listening time (TR − τ) [26].

The types of radar systems can vary based on the frequency band used (L, S, C, X, Ku,

Ka, etc.), the method of wave generation and reception (pulsed or continuous wave), and the

specific design of the antenna (parabolic, phased array, etc.). Different frequency bands are

used for different purposes, with higher frequency bands providing higher resolution but lim-

ited penetration of solid objects, while lower frequency bands provide longer range but lower

resolution. Pulsed radar emits short bursts of radio waves, with the receiver listening for

echoes during the gaps between transmissions. Continuous wave radar emits a constant radio

frequency, with the receiver measuring the frequency shift in the returning signal to deter-

mine target velocity. Different antenna designs are used to achieve different radiation patterns

and beam shapes, with parabolic antennas providing high gain and directional coverage, and

phased array antennas capable of rapidly steering the beam and providing electronic beam-

forming capabilities. Overall, radar systems play an important role in many areas, providing

information about the location, velocity and characteristics of objects in the environment.

Advances in radar technology continue to expand the capabilities and applications of radar,

with the development of new frequency bands, waveforms, and antenna designs providing

increased performance and versatility.

Imaging radar systems are a type of radar system that uses radar technology to produce

images or maps of objects or areas. They work by emitting RF signals and measuring the

reflection of those signals off of objects in the environment. The resulting data is then

processed to produce an image of the target. There are two main types of imaging radar

systems, namely Real Antenna Radar RAR (Real Aperture Radar) and SAR [27].

RAR systems, often refer to SLARs, use a physically large antenna to produce images,

while SAR systems use smaller antenna elements and processing techniques to synthesize

a large antenna, which provides high-resolution images. Both real aperture and synthetic

systems are side looking perpendicular to the flight axis of the carrier, but differ in obtaining

the azimuthal spatial resolution, i.e. the resolution along the flight axis.

Imaging radar systems are used in a variety of applications, including military surveil-

lance, environmental monitoring, and remote sensing. They are particularly useful for their

ability to penetrate clouds and provide images in adverse weather conditions, as well as for
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producing high-resolution images. Additionally, imaging radar systems can operate day or

night and do not require visible light to produce images, making them useful for observing

objects in low-light or nighttime conditions. Overall, imaging radar systems play an impor-

tant role in many fields by providing valuable information and images of objects and areas

that are difficult or impossible to observe using other technologies [28].

2.2.1 Components of a Pulse Radar System

Radar system design varies depending on function. However, the fundamental functioning

and core set of subsystems in a conventional radar system are alike. Fig 2.2 shows a block

diagram of a typical radar system showing the main components, i.e., transmitter, receiver,

power supply, synchronizer, duplexer, antenna and display [29].

Transmitter: The transmitter generates the RF signals that are transmitted by the radar

antenna.

Antenna: The antenna is responsible for radiating the RF energy into space and receiving

the echoes that are reflected back from targets in the environment.

Receiver: The receiver is responsible for detecting the echoes that are reflected back from

targets in the environment.

Power Supply: The Power Supply provides the electrical power to operate the various

components, such as the transmitter, receiver and processor.

Synchronizer: The synchronizer is responsible for coordinating the timing of various op-

erations within the radar system, such as the rate at which pulses are sent, i.e., sets PRF,

Synchronizer Transmitter
Duplexer

Switch

Antenna
Receiver

Power

Supply

Display

Figure 2.2: Schematic representation of activities and impacts in a coastal zone.
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the processing of the received signal, the display of the processed information and resets the

timing clock for range determination at the end of each pulse.

Duplexer: A duplexer is a device that allows the radar’s transmitter and receiver to share

a common antenna.

Display Unit: The display unit is responsible for presenting the radar data to the operator.

Overall, the components of a radar system work together to generate, transmit, receive,

process and display radar data, providing information about the range and velocity of targets

in the environment.

2.2.2 Characteristic parameters of an RF pulse

In the pulse radar, Fig 2.3, there are a number of parameters that characterize the emitted

RF wave and whose choice is crucial for its proper functioning [26].

Distance measurement

If an electromagnetic wave, traveling at the speed of light C = 3× 108 m/s, takes ∆t to hit

an object and return. Then this object is at a distance D of the radar, equal to

D =
c ∆t

2
(2.1)

The factor 1
2 accounts for the round trip of the pulse. If ∆t > TR, then there is ambiguity in

the distance measurement (second echo return effect).

Dmax =
c TR

2
(2.2)

Azimuth (bearing) and elevation (site) angle measurements: Pulse radar calculates

the bearing and location of an object from the direction in which the antenna must be pointed

to obtain a maximum reflected signal from.

Height measurement: The height or altitude of an object is calculated by multiplying the

slant distance of the object by the sine of its elevation angle.

TR

PTx
Temps

Figure 2.3: Chronogram of the emission of a radar pulse.
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2.3 Radar Backscatter

The basic idea behind imaging radar systems is to use electromagnetic radiation as a means of

gathering information about the Earth’s surface. One of the characteristics of electromagnetic

waves is that they are (partially) reflected (backscattered) when they come into contact with

a barrier, such as a building, sea, etc. The process involves transmitting electromagnetic

waves towards the surface and then measuring the amount of radiation that is reflected

back. Part of the energy of the emitted electromagnetic wave is absorbed by the objects.

The rest of this incident energy is radiated by the object as a new electromagnetic wave

with different characteristics (amplitude, phase and polarization) from those received by the

objects. This reflected radiation carries information about the surface. Its properties are

defined by various characteristics such as wavelength, frequency and polarization. These

characteristics determine how the wave interacts with the surface and how the information

is encoded in the returned signal. In this way, imaging radar systems allow us to obtain a

picture of the Earth’s surface and extract valuable information from it. The electromagnetic

wave is characterized by the direction of propagation, amplitude, wavelength, polarization

and phase [27].

An imaging radar generates an image in which each pixel represents the strength of the

electromagnetic radiation backscattered by the radar-illuminated Earth’s surface. The im-

age’s darker portions show low backscatter, while the brighter areas represent strong backscat-

ter. Bright characteristics indicate that a significant amount of radar energy was reflected

back to the radar, whilst dark features indicate that relatively little energy was reflected.

Backscatter for a target region at a specific wavelength will change depending on a number

of factors, including the size of the scatterers in the target area, the moisture content of

the target area, the polarization of the pulses, and the observation angles. When various

wavelengths are employed, the backscatter will likewise change. Using the following formula,

the radar equation calculates the mean power backscattered at every location in the image

[30, 31, 26].

PRx = Pav
GTxGRxλ

2

(4π)3r2
Txr

2
Rx

σtarget (2.3)

where GTx = GRx denotes the directivity or directive gain, of the transmit and receive an-

tenna, rTx = rRx the distance between the imaged surface and the transmit/receive antenna,
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PRx the average power received by the radar, PTx the power emitted by the radar, λ the

wavelength of the electromagnetic wave, σtarget the average target RCS (Radar Cross Sec-

tion) in units of square meters, which is defined as the ratio between the incident and received

signal intensity [32]

σtarget =
Ireceived

Iincident
4πr2 (2.4)

In addition to being attenuated, the backscatter is systematically contaminated by noise

(unwanted or disturbing information that interferes with the signal being transmitted or

received). Most of this noise comes from the electronic components, and is thus qualified as

thermal noise. This can result in degradation of the signal quality and can make it more

difficult to extract useful information from the signal. Noise power is of the form [27, 33]

Pn = αkBBrT0 (2.5)

where α denotes a unitless quantity characteristic of the receiver (called the Noise Figure), kB

the Boltzmann constant (1.38×10−23 J/K), Br the receiver bandwidth and T0 the equivalent

noise temperature of the receiver.

2.4 Factors influencing the radar backscatter

The radar backscatter from a target is influenced by its material properties, such as dielectric

constant and conductivity, target geometry, incidence angle, polarization, surface roughness

and thepresence of surface vegetation. These factors can interact and affect the backscatter in

complex ways, making it difficult to predict its exact behavior. Understanding these factors

is important for accurate radar imaging and target classification.

2.4.1 Frequency influence

The frequency of the radar signal has an influence on the radar backscatter. Different fre-

quencies can penetrate different materials to varying degrees and can be affected differently

by the target’s electrical properties. Lower frequency radar signals, such as L-band, have a

longer wavelength and can penetrate through vegetation and other materials, making them

useful for remote sensing applications where the penetration is desired. Higher frequency

radar signals, such as X-band, have a shorter wavelength and are more sensitive to the tar-

get’s surface characteristics, making them useful for high-resolution imaging applications.
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In other words, the more the frequency decreases (the more the wavelength increases), the

greater the depth of penetration is.

Fig 2.4 depicts a conceptual overview of the effect of sensor wavelength λ on signal

penetration into various surface types. Radar signals penetrate deeper as sensor wavelength

rises. This is due to the dependency of the dielectric constant εr on the incident wavelength,

which allows for greater penetration in the L-band than in the C- or X-bands. Consider a

forest with a wavelength of 3 cm (X Band), where the wave finishes at the level of the trees’

first leaves. As a result, the information in the image is connected to the crowns of the trees.

The wave, on the other hand, penetrates the foliage and tiny branches with a wavelength of

≈ 23 cm (L Band). The information is then fundamentally connected to the tree trunks or the

underlying earth. As a result, longer wavelength systems should be utilized to characterize

vegetation characteristics (e.g., vegetation structure, biomass, etc.) [27].

The wavelengths used in radar imagery are listed in Table 2.1. The portion of the

electromagnetic spectrum used in radar imagery covers a wavelength ranging from meters to

centimeters. The frequency band used must comply with IEEE standards. While the center

frequency and signal bandwidth are regulated by the ITU (International Telecommunications

Vegetation

Dry

Alluvium

Glacier

Ice

X-band


~3 cm
C-band


~6 cm
L-band


~23 cm

X C L

Figure 2.4: Radar backscattering mechanisms for different SAR X-, C- and L-band

wavelengths λ.
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Table 2.1: Radar frequency bands that are frequently employed, along with the

corresponding frequency and wavelength ranges.

Frequency Band Ka Ku X C S L P

Frequency [GHz] 40-25 17.6-12 12-7.5 7.5-3.75 3.75-2 2-1 0.5-0.25

Wavelength [cm] 0.75-1.2 1.7-2.5 2.5-4 4-8 8-15 15-30 60-120

Union) [34]. The microwave region of the spectrum is quite large, relative to the visible and

infrared, and there are several wavelength ranges or bands commonly used which were given

code letters during WWII, and remain to this day.

2.4.2 Polarization Influence

An important concept in radar imaging is the notion of polarization. Along with the wave-

length, its choice has a great influence on the nature of the information in the SAR image.

As shown in Fig. 2.5, the polarization of the electromagnetic wave refers to the orientation of

the electric field vector E with respect to the target surface. The incidence plane is defined as

the plane perpendicular to the observed surface. When the direction of E is perpendicular to

the plane of incidence, it is called horizontal polarization. When the direction of E is parallel

to the plane of incidence, we speak of vertical polarization [27].

Polarization setups vary between imaging systems. However, the most common con-

figurations are linear polarization configurations HH, VV, HV, or VH, with the first term

referring to the polarization at wave emission and the second term referring to the polariza-

tion at wave receipt. In other words, radar can transmit pulses in either horizontal (H) or

vertical (V) polarization and receive in either H or V, with the resultant combinations of HH

(Horizontal transmit, Horizontal receive), VV, HV, or VH.

Thus, the exploitation of polarimetric data provides information on these depolariza-

tion properties of a surface or an object. The polarimetric information is complete and fully

exploitable if we have for a surface its response to the four preceding combinations of po-

larizations. From the knowledge of these quantities, is generally deduced the backscattering

matrix of the target or surface which gives various information relating to their electrical

properties, such as the type of dominant backscattering mechanisms, soil moisture content,

permittivity, roughness, etc.
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Figure 2.5: Wave polarization.

2.4.3 Surface Roughness Influence

The backscatter coefficient, also known as the RCS, is a measure of the amount of energy

that is scattered backwards by a target when it is illuminated by a beam of electromagnetic

radiation, such as light or radar. The backscatter coefficient is a complex quantity that

depends on various factors such as the frequency, polarization and angle of incidence of the

illuminating radiation, as well as the physical and electromagnetic properties of the target.

The idea of surface roughness is inextricably linked to the concept of backscatter coef-

ficient. It represents the capacity of the surface to return more or less energy to the sensor.

The degree of roughness of a surface varies with wavelength. If the roughness scale of a ran-

domly rough surface is defined as the standard deviation of the height deviation h from some

mean height h of the surface, the issue of how large h must be for a surface to seem rough

to an imaging radar system may be addressed. The Fraunhofer criterion defines a surface as

rough if the height deviations surpass the value through, which is determined by [32]

hrough >
λ

32 cos θi
(2.6)

Fig. 2.6 depicts the concept of wavelength-dependent roughness by depicting increasing

roughness conditions from left to right and identifying the transition from smooth, Fig. 2.6a,

to intermediately rough, Fig. 2.6b, to rough surfaces, Fig. 2.6c, in accordance with the
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Figure 2.6: Sketch illustrating the relationship between surface roughness and sensor

wavelength, (a) smooth, (b) intermediate, and (c) rough.

Fraunhofer criterion of Eq. (2.6). Backscatter rises with roughness (length of gray arrows

pointing toward sensor). Hence, rough surfaces (at wavelength λ) have greater RCS than

intermediately rough or smooth surfaces. The wavelength dependency also indicates that

when the wavelength increases from X-band (λ = 3.1 cm) to C-band (λ = 5.66 cm) to L-

band (λ = 24 cm), the surface will seem darker [32].

Furthermore, because of the surroundings as well as the shape and size of the target,

the interaction of the radar signal with the target is frequently more complicated. In marine

applications, for example, different scattering scenarios of a vessel on the sea surface are

depicted in Fig. 2.7. A man-made vessel is often built with flat metal surfaces that operate

as mirror reflectors for most radar signals. As a result, when the surfaces are tilted towards

the radar, a high direct reflection, also known as single-bounce, occurs, as shown in Fig.

2.7a. On most other angled surfaces, radar signals are likely to bounce between the vessel

and the sea surface before returning to the radar sensor, resulting in more complex scattering

scenarios, as illustrated in Figs 2.7b–2.7d. [8].

2.5 SLAR

A SLAR is a type of radar that is mounted on an aircraft and used to obtain images of the

terrain below. Unlike conventional radar, which points straight down towards the ground,

SLAR (and any other imaging radar) system is pointed away from Nadir by a so-called side-

looking angle θl, such that it illuminates a continuous swath on the ground as the aircraft

moves along, providing a lateral view of the terrain as shown in Fig 2.8. This side-looking
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Figure 2.7: Different surface scattering situation for vessel over sea surface.
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Figure 2.8: Observation geometry of a SLAR imagery.

configuration is necessary to eliminate right-left ambiguities from two symmetric equidistant

points.

The radar travels in a straight line at height H, observing Earth from an oblique look

angle θl. Instead of the look angle, the incidence angle θi = (90◦ − θl) is sometimes

annotated. The lighted footprint’s size is determined by the antenna beamwidth β and the

distance between the satellite and the ground R. It is worth noting that the radar beam is

broad in range but narrow in azimuth. The forward motion of the flying platform facilitates

image generation.
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While the platform (aircraft or satellite) of a SLAR travels forward in the flight direction

with the nadir directly beneath the platform, the radar system is transmitting a sequence

of short microwave pulses of pulse width τ . The microwave beam is transmitted obliquely

at right angles to the direction of flight illuminating a swath, each of which illuminates an

instantaneous area on the ground that is usually referred to as the antenna footprint S, the

dark gray area in Figure 2.8. The instantaneous footprint size is important as it determines

the spatial resolution of the radar image and the coverage of the area being imaged, that is

largely defined by [32]

S ≈ λ

L
r = βr (2.7)

where λ defines wavelength, L the side length of the antenna, r distance of the radar sensor

from the ground and β = λ
L antenna’s beamwidth.

Swath width refers to the strip of the Earth’s surface from which data are collected by

a SLAR. It is the width of the imaged scene in the range dimension. The longitudinal extent

of the swath is defined by the motion of the aircraft with respect to the surface, whereas the

swath width is measured perpendicularly to the longitudinal extent of the swath, which can

be approximated by [35]

SW ≈
hβ

cos2 θl
(2.8)

where h denotes the height of the satellite orbit above the Earth (altitude) and θl is the radar

look angle. This expression assumes that β << 1 and does not take into account the Earth’s

curvature.

The echo backscattered from each ground cell within the footprint is received and

recorded as a pixel in the image plane based on their arrival time in both the range (distance)

and azimuth (horizontal) directions, which is what determines the distance resolution and

azimuth resolution of the radar image. The resulting two-dimensional representation pro-

vides a map of the terrain and objects, with each pixel in the image representing the strength

of the radar signal reflection at a specific location. These images can be used to identify

features such as topography, vegetation, and man-made structures. The image resolution of

a radar system is determined by several factors, including the frequency of the radar signals,

the bandwidth of the radar signals, the pulse duration, and the receiver noise level.
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2.5.1 Image Resolution

The degree of detail shown in a radar image is referred to as image resolution. It measures how

well the radar system can identify and discriminate objects within an image. Several factors

influence the resolution of a radar image, including the frequency of the radar signal, the

size of the antenna, and the altitude of the radar platform. The resolution of a radar sensor

has two dimensions, namely the range resolution and the azimuth resolution. Built-in radar

and processor constraints dictate azimuth resolution, which is proportional to the length of

the processed pulse, with shorter pulses resulting in ”higher” resolution. The angular beam

width of the terrain strip illuminated by the radar beam determines range resolution.

Range Resolution

In the range direction, echoes from the ground arrive progressively later from the near-range

to the far-range edge of the swath, describing the capacity of a SLAR system to identify

objects at varied (slant) distances from the radar [32]. If the respective echoes of two points

are separated by a time difference τ , their range resolution is given by [34, 32]

ρR =
cτ

2
(2.9)

The variable ρR in Eq. (2.9) is usually referred to as the slant range resolution of a SLAR

system as it describes a SLAR’s ability to distinguish objects at different (slant) distances from

the radar. While the slant range parameter ρR is useful for many system design questions.

That is, remote sensing is often more interested in the ground range resolution ρG, which

describes the ability to discriminate objects that are situated on the ground. If we project

ρG onto the ground with incidence angle (θi 6= 0), we get the ground range resolution which

is coarser than the slant range resolution [34, 32]

ρG =
ρR

sin θi
(2.10)

Eq. (2.10) demonstrates that the ground range resolution ρG does not remain constant

across the swath and instead increases with increasing distance from Nadir (due to an increase

in θi). This is in contrast to the behavior of typical optical systems, in which the ground

resolution declines as θi increases [32].
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Azimuth Resolution

The ability to discern objects in the azimuth direction, that is, on a constant delay line, is

referred to as azimuth resolution. It is evident that this is equal to the width of the antenna

footprint since echoes from all places along a line spanning that width are returned at the

same time, which is then restricted by the antenna’s side length LAz in this direction. As a

result, the azimuth resolution is equal to [32, 34, 35]

ρAz = SAz ≈
λ

LAz
r = βAzr (2.11)

where βAz is the antenna beamwidth in azimuth.

Eq. (2.11) indicates that the azimuth resolution ρAz is linearly degrading with the

increasing distance between the sensor and the ground R. To illustrate this, let assume a

SLAR system operating at λ = 23 cm, utilizing an antenna of length L = 12 m at h =

800 km altitude and observing at a look angle θ = 20◦. This system achieves an azimuth

resolution of ρAz = 16.3 km. Even if λ is as short as 2 cm, ρAz will still be equal to

about 1.4 km; this is regarded as a low resolution for imaging applications. This is why,

when high resolution is required, the real aperture approach is not employed from orbiting

platforms. In order to improve the azimuth resolution, Carl Wiley, an engineer with the

Goodyear Aircraft Corporation, made a crucial discovery in 1952 that provided a solution

to the azimuth resolution issue plaguing existing SLAR technology. In technical words, he

discovered a one-to-one correlation between a reflecting object’s along-track location (relative

to a transmitted radar beam) and the instantaneous Doppler shift of the signal reflected back

to the radar by that object. He also proposed that a frequency analysis of the collected signals

might allow for finer along-track resolution than current SLAR technology. All modern high-

resolution imaging radar systems are based on Wiley’s discovery, which was first known as

Doppler beam-sharpening but is now more commonly known as aperture synthesis [32].

It’s worth noting that the formula for calculating azimuth resolution in this context is

comparable to the formula for theoretical resolution in optical sensors. The key difference is

that optical sensors use a much smaller wavelength (λ) than what’s used here, typically only

a few microns, which enables them to achieve high resolutions (a few tens of meters) orbit

space with small aperture sizes (just a few centimeters) [35].
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2.6 SAR

As shown in Eq. (2.11), the azimuth resolution of a real aperture radar necessitates a large

antenna dimension, which is impractical. In order to improve the azimuth resolution, a syn-

thetic aperture technique is used. These systems achieve high azimuth resolution independent

of slant range to target while using smaller antennas and relatively long wavelengths, result-

ing in an extraordinary improvement of the azimuth resolution (more than 30 times better

employing the same antenna length) [36].

2.6.1 Basic SAR Principles

A SAR is a remote sensing imaging system whose primary output is to create two-dimensional

images or three-dimensional reconstructions of objects, such as sea. Similar to a conventional

radar, SAR works by transmitting pulses of radar energy towards the target and receiving

the echoes that are reflected back. The radar antenna is mounted on a moving platform, such

as a satellite or an aircraft, and the movement of the platform allows the radar system to

create a synthetic aperture that is much larger than the physical size of the antenna. Due to

the platform movement, the SAR’s consecutive transmission/reception time translates into

different positions. A suitable coherent combination of received signals enables the creation

of a virtual aperture that is significantly greater than the physical antenna length. The name

”synthetic aperture” comes from this fundamental characteristic of SAR, which also gives it

the ability to function as an imaging radar. In the case of SAR the radar image results from

processing the raw data, i.e., after forming the synthetic aperture, and represents a measure

of the scene reflectivity [36].

Fig 2.9 depicts Wiley’s typical SAR geometry, in which the platform moves at a constant

velocity V along the azimuth or along-track direction, the slant range is the direction per-

pendicular to the radar’s flight path, and the swath width represents the illuminated scene’s

ground-range extent [36]. While moving, it is constantly transmitting short radar pulses and

receiving echoes returned from objects on the ground. Each radar pulse illuminates an in-

stantaneous footprint of size S on the Earth surface. For spaceborne applications, the limited

length L of the radar antenna Eq. (2.9) results in instantaneous footprints that typically

measure several kilometers in size, resulting in the typical resolution limitation that plagues

SLAR systems [32].
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Figure 2.9: Geometry of observations used to form the synthetic aperture for target P at

along-track position x=0.

In order to apply Wiley’s aperture synthesis approach, we must first guarantee that an

object P on the Earth’s surface gets captured by numerous successive radar pulses as the

antenna beam sweeps across the ground. This requirement is shown in Fig 2.9 by a series of

antenna placements that illuminate object P as the sensor moves from point A (the first time

P is seen) to point D (the final time P is seen). Following the acquisition of the radar data,

a post-processing approach is used to combine all acquisitions between A and D into a single

dataset that appears to have been acquired with a much longer antenna. The corresponding

synthetic aperture length LSA can be calculated via [32]

LSA =
λ

L
r0 ≈ βr0 (2.12)

where r0 is the minimum distance between the platform and the object. The above expression

is equivalent to the footprint S illuminated by the (shorter) real antenna installed on the

spacecraft (Cf. Fig 2.9). While the virtual synthetic aperture beamwidth is given by

ΘSA =
λ

2LSA
(2.13)

At any time t, the distance between the radar and illuminate object on the ground can

be evaluated by applying the Pythagoras’s theorem [36]

r(t) =
√
r2

0 + (vt)2 (2.14)
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In general, the distance r0 is significantly larger than vt during an object’s illumination time

on the ground; this permits extending r(t) into a Taylor series and ignoring all except the

first two terms, yielding the following approximation [36]

r(t) ≈ r0 +
(vt)2

2r0
for vt/r0 � 1 (2.15)

In the above formula, time, indicated by the variable t, is related with the platform

movement and is frequently expressed as slow time. It should be noted that the quadratic

approximation in Eq. (2.15) is done for convenience. Accurate SAR data processing considers

the entire phase history without approximation. The azimuth phase is directly connected to

the range fluctuation of a point target over time by [36]

φ(t) =
−4πr(t)

λ
(2.16)

where φ is the phase variation. The phase has also a parabolic behavior and the factor 4π is

due to the two-way (round trip) range measurement of the SAR system [36].

Finally, the azimuth resolution of a SAR radar system can be computed according to

[36, 35]

δa = r0Θsa =
La
2

(2.17)

This corresponds to the highest resolution possible with the synthetic aperture. At first look,

this finding appears to be somewhat uncommon. It demonstrates that the final resolution is

unaffected by the distance between the sensor and the region being imaged. Furthermore, the

equation suggests that a short antenna produces fine azimuth resolution. This is explained

in the following manner [35]

• The longer the synthetic array, the larger the sensor’s footprint on the ground. This

results in a sharper synthetic beam that precisely balances the increase in distance.

• The smaller the antenna, the larger the footprint and the synthetic array. This results

in a finer synthetic beam and, as a result, a finer resolution.

In contrast to optical sensors, viewing raw SAR data provides no relevant information

about the scene. An image is obtained only after signal processing, as illustrated in Fig.

2.10, which outlines the fundamental SAR processing procedures. To put it simply, the

entire process may be thought of as two distinct matched filter operations along the range
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Figure 2.10: Summary of SAR processing steps where the range compressed data result

from a convolution of the raw data with the range reference function. In a second step the

azimuth compression is performed through a convolution with the azimuth reference

function, which changes from near to far range. Here the “*” represents the convolution

operation.

and azimuth dimensions. The first step is to compress the transmitted chirp signals to a

single pulse. Due to the much lower computational load, a multiplication in the frequency

domain is used instead of a convolution in the time domain. As a consequence, each range

line is multiplied in the frequency domain by the complex conjugate of the spectrum of the

transmitted chirp, yielding a range compressed image that displays just the relative distance

between the radar and any point on the ground. The same basic logic applies to azimuth

compression, i.e., the signal is convolved with its reference function, which is the complex

conjugate of the response expected from a point target on the ground [36].

2.7 Radar Image Properties

2.7.1 Radar image geometry

The radar image has a geometry that results from the oblique perspective and the use of the

round-trip time of the signal to position an object along the swath. To begin with, the image
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Figure 2.11: Side-looking viewing geometry.

geometry does not correspond exactly to the real geometry of the scene, but to the latter

projected onto the incident wavefront. There are two types of geometry: ”sensor geometry”

images and ”ground geometry” images. A geometric correction step is sometimes considered

in order to project the image in real geometry (necessary for some applications such as image

registration). This projection phase uses a digital terrain model, the angle of incidence as well

as the size of the swath, to calculate in each pixel of the scene the geometric transformation

to be made to the image to return to real geometry [37].

The viewing geometry of a radar, like that of other remote sensing devices, causes

geometric distortions in the resulting images. However, there are significant differences in

radar imagery due to the side-looking viewing geometry (Fig. 2.11), as well as the fact that

the radar is fundamentally a distance measuring device, i.e., measuring range. Slant-range

scale distortion happens when the radar measures the distance to slant-range objects rather

than the real horizontal distance along the ground. This results in a shifting image scale

from near to far distance. Targets A1 and B1 are of the same size on the ground, but their

perceived dimensions in slant range (A2 and B2) differ. This causes targets in the close range

appear compressed in comparison to objects in the long range. Ground-range distance may

be computed using trigonometry using slant-range distance and platform altitude to convert

to the correct ground-range format [2].

2.7.2 SAR Modes

The radar image has a geometry that depends on the data acquisition mode; a SAR system

can operate in a variety of modes depending on the desired applications. The strip-map
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Figure 2.12: Illustration of different SAR operation modes which are used to increase the

swath width (Scan SAR) or improve the azimuth resolution (Spotlight) compared to the

Stripmap mode. (a) Stripmap (b) Scan SAR (c) Spotlight.

mode, in which the radar antenna beam is fixed, is the most basic acquisition mode. The

radar antenna may be steered in both azimuth and elevation for various modes. Steering can

be accomplished mechanically or electronically. This steering allows for improved azimuth

resolution and longer or wider swath coverage. The most frequent SAR modes are briefly

presented in the following paragraphs [30, 10]

Stripmap mode: In this mode, the antenna pointing direction is held constant as the radar

platform moves in the azimuthal direction, as shown in Fig 2.12a. This acquisition mode

makes it possible to generate an image of the area illuminated ROI by the radar for the

duration of the acquisition;

Scan SAR: As illustrated in Fig 2.12b, this mode is a version of stripmap SAR in which

the antenna is scanned in range several times during a synthetic aperture. This produces

a considerably larger swath, but the azimuth resolution decreases (or the number of looks

is reduced). The best azimuth resolution is obtained by multiplying the number of swaths

scanned by the stripmap mode.

Spotlight SAR: The resolution of the stripmap mode can be enhanced by extending the

angular extent of the illumination on the region of interest (a spot on the ground). This is

accomplished by directing the antenna in a certain direction and focusing the radar signal

on a small, well-defined region of the Earth’s surface. To do this, the illumination beam’s

direction is electrically adjusted to keep the beam focused at the same region to be scanned,

as illustrated in Fig 2.12c.
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2.7.3 Speckle Noise

Speckle refers to the random fluctuations in radar backscatter that result in a granular ap-

pearance in the radar images. This is caused by the interference of multiple scattered radar

signals from different points within the resolution cell that is strongly dependent upon the

radar viewing angle, resulting in a speckled pattern. The speckle pattern can have a signif-

icant impact on the interpretation of radar images and can make it difficult to distinguish

small-scale features or objects. To mitigate the effects of speckle, various image processing

techniques, such as spatial averaging and multi-look processing, can be applied to the radar

images to reduce the speckle noise and improve image quality.

Speckle is not strictly speaking noise, because it is fundamentally linked to the physical

principle of measurement and cannot be reduced by improving the performance of the antenna

used. However, it is often called “speckle noise” because in most applications it is a source of

inaccuracy, which degrades the quality of an image and may make interpretation (visual or

digital) more difficult. Thus, it is generally desirable to reduce speckle prior to interpretation

and analysis [2]. The traditional method of reducing speckle noise is by processing images

taken from different parts of the signal spectrum, and averaging the detected results [10].

This is called multilooking, and is discussed below.

2.7.4 Number of looks

In order to improve the visual quality of the images (which is a compromise between the

geometric resolution and the radiometric resolution), it was necessary to find processes which

make it possible to overcome the problems posed by the speckle in terms of radiometric

resolution. Among these processes, one of the first used was the multilooking technique. The

principle of this refers to the division of the radar beam (A) into several, in this example, five,

narrower sub-beams (1 to 5) as shown in Fig 2.13 Each sub-beam provides an independent

”look” at the illuminated scene, as the name suggests. Each of these ”looks” will also be

subject to speckle, but by summing and averaging them together to form the final output

image, the amount of speckle will be reduced.

Speckle reduction filtering consists of moving a small window of a few pixels in dimension

(e.g. 3×3 or 5×5) this is called the “number of looks”, over each pixel in the image, applying

a mathematical calculation using the pixel values under that window (e.g. calculating the
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Figure 2.13: Independent looks and multilooking. The length of the synthetic aperture is A,

which is divided into 5 sub-apertures [2].

average), and replacing the central pixel with the new value as shown in Fig 2.14. The

window is moved one pixel at a time in both the row and column dimensions until the entire

image is covered. A smoothing effect is achieved and the visual appearance of the speckle is

decreased by computing the average of a small window surrounding each pixel.

From a radiometric perspective, the quality of the image improves when the number

of looks N is increased. However, this comes at the expense of lower spatial resolution [38].

It’s worth mentioning that when N exceeds 25, increasing it further only results in a small

decrease in signal fluctuations. The small improvement in radiometric resolution should be

balanced against the significant increase in spatial resolution. For example, if 10 resolution

cells in a four-look image are averaged, the speckle noise is decreased to around 0.5 dB.

Simultaneously, the image resolution will be reduced by an order of magnitude. Whether

this loss in resolution is worth the reduction in speckle noise depends on both the aim of the

Figure 2.14: Multilooking window.
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investigation, as well as the kind of scene imaged [35].

2.8 Satellite Imagery Data Sources

There are many satellite imagery data sources available today that can be used to read and

manipulate (focus) RAW SAR data products. These include the following

• Copernicus Open Access Hub – Copernicus, previously known as GMES (Global

Monitoring for Environment and Security), is the European Union’s Earth observation

program. More information and download: https://www.copernicus.eu/en/access-data

• Sentinel Hub – Sentinel Hub is an engine for processing of petabytes of satellite

data. It is assisting hundreds of application developers globally and opens avenues for

machine learning. For browsing, visualizing, and analysis, it makes Sentinel, Landsat,

and other Earth observation imagery easily accessible. More information and download:

https://apps.sentinel-hub.com/eo-browser/

• ESA – Earth observation data from the broad catalog of missions the European Space

Agency (ESA) operate and support. More information and download:

https://tpm-ds.eo.esa.int/oads/access/collection/

• HRSID – High resolution SAR images dataset (HRSID) is a data set for ship detection,

semantic segmentation, and instance segmentation tasks in high-resolution SAR images.

More information and download: https://github.com/chaozhong2010/HRSID

• SAR Ship Dataset - A SAR Dataset of Ship Detection for Deep Learning under Com-

plex Backgrounds. More information and download: https://github.com/CAESAR-

Radi/SAR-Ship-Dataset

• LS-SSDD-v1.0 - Large-Scale SAR Ship Detection Dataset-v1.0. More information

and download: https://github.com/CAESAR-Radi/SAR-Ship-Dataset

2.9 Conclusion

After a brief presentation of the radar systems used to acquire the data, we described the

basic principles to understand the backscattering from the sea and factors influencing radar
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backscatter. Then, we summarized the physical bases of radar imagery before presenting the

principle of SAR image formation. Particular interests were given to explaining the signal

processing methods used to achieve increasingly small resolutions, namely pulse aperture

synthesis. We lastly presented the different sources of SAR imagery data.
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Target Statistical Detection Theory in Pulsed Radar

Summary

In this chapter, we first recall the statistical models of the radar clutter under different sea

conditions and grazing angles of radar beams used in radar detection. Next, we recall the

statistical models of targets employed in radar detection. Then, we provide a relatively

compact revision of most of the used GoF (Goodness of Fit) statistical methods to describe

how well the model fits the radar clutter. Finally, we introduce the fundamental principles

of adaptive CFAR detection and the adaptativity of the detection threshold.

41
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3.1 Introduction

When a radar signal is transmitted and reflected back from a scene, it can generate a com-

plex image that contains both the targets of interest, such as ships, and various types of

background clutter, such as waves, shoreline, and other non-target objects. The process of

ship detection involves identifying the target ships within this complex radar image. This

is typically accomplished using a variety of image processing techniques, which can help to

distinguish the targets from the background clutter.

Due to ship scattering, the ship signature usually appears as a brighter spot than the

background, i.e., direct reflection from regions perpendicular to the radar beam, corner re-

flections, and multiple reflections from the ship and sea surface [5]. Ships’ wakes can also be

seen in the data when photographed by fine spatial-resolution SARs and under appropriate

weather-marine circumstances [39]. For ship detection in maritime applications, accurate

statistical analysis of sea clutter is a necessary procedure. Statistical analysis of sea clutter

involves analyzing the statistical properties of the radar echoes received from the sea surface

to distinguish between actual ship targets and sea clutter. This can be done by characterizing

various statistical properties of the radar echoes, including the amplitude distribution, the

spatial correlation, and the temporal variability. The goal of statistical analysis is to develop

models of sea clutter that can be used to reduce its impact on ship detection. A set of dis-

tributions can be grouped into a system in order to model a large number of SAR images

[40]. Therefore, we need a method to determine the appropriate distribution of each class or

mode in a SAR image (histogram).

The CFAR detection technique is an adaptive detection approach that may determine

the detection threshold based on the statistical properties of the clutter [18]. As a result,

many academics concentrate on identifying appropriate background modeling distributions.

As SAR instrument spatial resolution increases, the associated decrease in scatterers per

resolution cell increases the appreciability of backscattering responses from distinct ground

features, resulting in SAR images with complex land/sea topologies exhibiting even more

heavy-tailed and/or bimodal histograms [41]. Leptokurtic distributions such as the Weibull,

lognormal, and K-distributions are common in CFAR methods. Recent research has focused

on the mixing of distributions [42, 24, 25].

In addition to various statistical models proposed, recent research in radar detection
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has also explored variations on the CFAR thresholding function itself. The earliest CFAR

detectors used in radar detection include CA-CFAR (Cell Averaging-CFAR) [43], GO-CFAR

(Greatest of-CFAR) [44], SO-CFAR (Smallest of-CFAR) [45], and OS-CFAR (Ordered Statistic-

CFAR) [46]. Among these, the CA-CFAR detector proposed by the Lincoln Laboratory is

the most commonly used, but it performs poorly in heterogeneous environments. The GO-

CFAR detector works well in clutter edge situations, but not in homogeneous environments.

The SO-CFAR detector performs better in multiple target situations, but produces more

false alarms in clutter edge or two-sided outlier situations than CA-CFAR. The OS-CFAR

detector, which is based on a sorting algorithm, performs better in multiple target situa-

tions but worse than the CA-CFAR detector in a homogeneous environment. More recent

methods include the TS-CFAR (Truncated Statistics-CFAR) detector [47] and more complex

architectures such as the excision-switching-CFAR detector [48].

Overall, the CFAR technique is a powerful tool for ship detection in cluttered radar

scenes, and can significantly enhance ship target detection performance by setting a constant

FAR. By adaptively adjusting the threshold based on the local environment, CFAR techniques

can reduce the impact of clutter and improve the probability of detecting targets of interest.

3.2 Clutter Statistical Models

Radar detection is rarely performed in environments composed of thermal noise only. We

generally distinguish two types of clutter. The surface clutter, such as land, sea, etc. and the

volume clutter, such as precipitation, insects, rain, etc. [26].

These two types of clutter are such that the SCR (Signal to Clutter Ratio) is very large

compared to the SNR. The presence of interference induces a SIR (Signal to interference Ra-

tio) much larger than the SNR. The modeling of the clutter depends on the radar application

in question. Indeed, in low resolution radars, the pulse width is greater than 0.5 µs. More-

over, if the detection is done at grazing angles greater than 5 degrees, the surface clutter can

be modeled by a Gaussian distribution of zero mean and constant variance (uniform clutter).

On the other hand, in some environments, the use of a high resolution radar is unquestion-

able (pulse width less than 0.5µs). For this case, the experimental data corresponding to this

type of clutter have shown that they follow a distribution with a longer tail than that of the

Gaussian. Consequently, to detect targets in this type of clutter, it is necessary to model
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Table 3.1: Examples of Gaussian and non-Gaussian environments.

Radar
type

Pulse
width τ (µs)

Land
or Sea

Frequency
band

Incidence
angle (degrees)

Clutter
modeling

Low resolution 2 Rocky Mountains S
≥ 5

< 5

Gaussian

Weibull

Low resolution 3 Forested hills L 0.5◦
Lognormal and

Weibull

High resolution 0.17 Forest X 0.7◦
Lognormal and

Weibull

High resolution 0.17 Cultivated land X 0.7◦ − 5.0◦
Lognormal,

Weibull and K

High resolution 0.2 Sea: State 1 X 4.7◦
Lognormal,

Weibull and K

High resolution 0.1 Sea: State 2 KV 1.0◦ − 30◦
Lognormal,

Weibull and K

the environment by non-Gaussian distributions [28]. In the radar literature, the statistical

models that can compensate for the absence of a Gaussian clutter are the Weibull, lognormal

and K distributions. To this end, Table 3.1 summarizes some cases of non-Gaussian clutter.

Note that state 1 and state 2 designate, respectively, light air (ripples without crests) and

light breeze (small wavelets. Crests of glassy appearance, not breaking) [26].

Statistical modeling is of great value in SAR imaging applications. Firstly, it leads to an

in-depth comprehension of terrain scattering mechanisms. Secondly, it can guide the research

of speckle suppression [49], edge detection [50], segmentation [51], classification [52], target

detection and recognition [53] for SAR images, etc.

Statistical modeling of SAR data has been a popular research area since the 1970s,

when the first SAR image was obtained in the United States. The analysis of real SAR

data encouraged the advancement of statistical modeling techniques for which researchers

have proposed different statistical models. Among these, the product model-based statistical

family has proven to be the most effective. These models can be divided into two main

categories; namely, parametric and nonparametric models [54].
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3.2.1 Nonparametric models

Nonparametric models are a class of statistical models that do not make assumptions about

the underlying probability distribution of the data. Instead, they estimate the distribution

directly from the data based on the nonparametric method. Nonparametric models are often

used when the distribution is unknown, complex, or not easily described by a known dis-

tribution. One common nonparametric model is KDE (Kernel Density Estimation), which

estimates the PDF of the data based on a set of kernel functions. The kernel functions are

centered on each data point and are used to weight the contribution of nearby data points

to the density estimate. The resulting density estimate is a smoothed representation of the

underlying probability distribution of the data. Other typical methods include the Parzen

window technique [54] the ANN (artificial neural networks) method [55], the SVM (Sup-

port Vector Machine) method [56], etc. Nonparametric modeling offers excellent estimation

accuracy, but it often requires a large sample data set, complicated computations, and is

time-consuming. As a result, it is seldom employed in any applications, with the exception

of few studies focusing on the problem of ship target recognition in SAR image with plain

sea backgrounds [54].

3.2.2 Parametric models

Parametric models are a class of statistical models that make assumptions about the underly-

ing probability distribution of the data. The models have a finite number of parameters, such

as the mean and variance of a Gaussian distribution, that are estimated from the data. The

parameters of the normal distribution can then be estimated from the data using methods,

such as the MLE or Bayesian inference. Once the parameters have been estimated, the model

can be used to make predictions or draw inferences about the data.

Parametric models are often used when the underlying distribution of the data can be

described by a known family of distributions. In general, the product model has been widely

accepted to be an appropriate statistical model for the sea clutter due to its flexibility [8].

With the analysis of data from different sensors and the scattering mechanism of different

kinds of terrain, many concrete SAR statistical distributions for different cases have been

proposed. In the following subsection we will describe several statistical models that have

been suggested to model radar clutter.
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Rayleigh distribution: The Rayleigh distribution is widely used to represent the amplitude

distribution of low resolution sea clutter. A clutter return X is said to have a log-normal

distribution if its PDF is given by [57]

fX(x) =
2x

b2
exp

(
−x

2

b2

)
(3.1)

where b is the scale parameter of the distribution.

Log-normal Distribution: The Log-normal distribution is well-suited for modeling radar

returns that exhibit long-tailed behavior. A clutter return X is said to have a log-normal

distribution if its PDF is given by [58]

fX(x) =
1√

2πσx
exp

(
−(ln(x)− µ)2

2σ2

)
(3.2)

where µ ∈ R and σ ∈ R>0 are location and scale parameters, respectively.

Weibull distribution: The Weibull distribution has been found to provide a good fit to

both sea and land clutter [Dong, 2004]. The PDF of the Weibull distribution on a linear scale

is given [58]

fX(x) =
C

B

( x
B

)C−1
exp

[
−
( x
B

)C]
;x ≥ 0, B > 0, C > 0 (3.3)

where B and C are the scale and shape parameters, respectively.

K-Distribution: Many researchers have reported that both sea clutter and land clutter

obey the K-distribution [Jao, 1984, Watts, 1985 and 1987, Oliver, 1993]. The PDF of the

K-distribution is given by [58]

fX(x) =
4

bΓ(ν)

(x
b

)ν
Kν−1

(
2

b
x

)
(3.4)

where Γ(·) is the gamma function, Kν(·) the modified Bessel function, b the scale parameter

and ν the shape parameter.

Generalized Rayleigh distribution: A random variable X is said to have a Generalized

Rayleigh distribution if its density function is given by [25]

fX(x;β, γ) = 2βγ2xe−(γx)2
(

1− e−(γx)2
)β−1

;x > 0, β, γ > 0 (3.5)

where β and γ are the shape and scale parameters, respectively. Note that Eq. (3.5) is also

known as the two-parameter Burr Type X distribution.

Parametric models have several advantages over nonparametric models. They can be

more efficient in using data to estimate the model parameters and can make strong assump-

tions about the underlying distribution, leading to more accurate and interpretable results.
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However, parametric models can be limited in their flexibility and may not be appropriate

for modeling complex or unknown distributions. Instead, some researchers resort to Mixture

models [42]. Mixture models can be useful for modeling SAR images, as they can capture the

complex statistical properties of the data. SAR images often contain a mixture of different

types of scatterers, each type of which can exhibit different statistical properties. A mixture

model can be used to model the distribution of the radar returns from each type of scatterer

separately and then combine these distributions to model the overall distribution of the data.

In this thesis, we develop an estimation algorithm addressing the problem of parametric PDF

estimation for modeling the complex SAR clutter by adopting two novel mixtures, namely,

the Weibull Log-normal mixture model and the Generalized Rayleigh mixture model. The

two new mixtures show a promising results as details in the conference papers [24, 25].

Weibull Log-normal mixture model: The WLMM (Weibull Log-normal Mixture Model)

has its PDF as [24]

fX(x) = fwbl(x) + (1−)flgn(x) (3.6)

where fwbl(x) and flgn(x) are, respectively, the PDF of the Weibull Eq.(3.3) and the log-

normal Eq.(3.2) and a mixture weight that is a real number between 0 and 1.

Generalized Rayleigh mixture model: The GRMM (Generalized Rayleigh Mixture Model)

considers that the SAR’s RVs (Random Variables) result from the contributions of K distri-

butions, such as [25]

fXi(xi | Θ) =

K∑
k=1

wkfXi(xi | Θk) (3.7)

where fXi(.) is the GR distribution given by Eq. (6.2), Θ a vector of the parameters of

the GRMM, Θk the parameters of the kth GR distribution (βk, γk), and wk the weighting

parameter. To ensure that pXi(xi | Θ) is a well-defined probability distribution, the condition∑K
k=1wk = 1 must hold.

The choice between parametric and nonparametric models depends on the specific ap-

plication and the characteristics of the data. Parametric models may provide more accurate

estimates of the underlying distribution if the assumptions of the model are met, but they may

be less flexible in fitting complex data. Nonparametric models, on the other hand, may be

more appropriate when the underlying distribution is complex or unknown, but may require

more data to achieve the same level of accuracy as parametric models. Overall, the choice

between parametric and nonparametric models depends on the specific application and the
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characteristics of the data. Therefore, it is important to carefully evaluate the assumptions

and limitations of both types of models before choosing a model for a particular analysis.

3.3 Target statistical models

The target represents the object we want to detect. For a target to be detected, it must

satisfy two conditions. It must be above the radar horizon and be able to return a sufficiently

strong echo. The strength of a target’s return echo depends greatly on its width and height

above the radar horizon. However, these factors are not sufficient. Indeed, a small, highly

reflective target may well return a greater echo than a larger target with low reflectivity

[26]. In statistical decision theory, a target can be characterized by an echo signal whose

amplitude or SCR is unknown and non-fluctuating, random and following a Rayleigh law, or

random and following a one-dominant-plus Rayleigh law. Generally, most radar targets are

fluctuating because their dimensions are larger than the wavelength. However, only spherical

targets or reflector wedges, viewed at a constant angle are non-fluctuating (constant RCS).

Fig 3.1 shows how the fluctuations in the RCS of an aircraft flying toward the radar manifest

themselves. On the other hand, note that for the same value of PD, non-fluctuating targets

require a smaller SNR than that required by fluctuating targets. Furthermore, for fluctuating

targets, the SNR is a function of the type of fluctuation. Swerling observed and classified

targets according to their SNR fluctuations into five statistical patterns called Swerling 0 or

V (non-fluctuating pattern), Swerling I, Swerling II, Swerling III and Swerling IV (fluctuating

patterns) [59, 60].

3.3.1 Swerling models

Swerling I or SWI model: This is a scan-to-scan model, characterized by a slowly fluctu-

ating target whose envelope amplitude q (Should unify the notation) of the reflected signal

σ

TimeIIII

Volt

0 1 2 3

Figure 3.1: Echo signal from an aircraft flying towards the radar.
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follows a Rayleigh law, such that its PDF is described by [26]

f(q) =
q

σ2
target

exp

(
− q2

2σ2
target

)
, q ≥ 0 (3.8)

The parameter σ2
target, represents the variance of the target, which is proportional to its SCR.

Swerling II or SWII model: This is a pulse-to-pulse model, characterized by a rapidly

fluctuating target whose envelope amplitude q of the reflected signal follows a Rayleigh law

such that its PDF is described by Eq. (3.8).

In practice, the SW I and SW II types are similar to independent reflective elements,

none of which is predominant. Many targets fall into this category, including aircraft.

Swerling III or SW III model: This is a scan-to-scan model, characterized by a slowly

fluctuating target whose envelope amplitude q of the reflected signal follows a modified

Rayleigh law (one-dominant-plus Rayleigh), such that its PDF is written by [26]

f(q) =
9q3

2σ4
target

exp

(
− 3q2

2σ2
target

)
, q ≥ 0 (3.9)

Swerling IV or SW IV model: This is a pulse-to-pulse model, characterized by a rapidly

fluctuating target whose envelope amplitude q of the reflected signal follows a modified

Rayleigh law or one-dominant-plus Rayleigh such that its PDF is written by Eq.(3.9).

In practice, the SWIII and SWIV models are similar to a preponderant but non-

fluctuating reflective element, associated with many less important and independent elements.

Missiles fall into this category of targets.

Correlated chi-square targets: In a more general case than the one given by the four

models of fluctuating Swerling targets, we find in the literature so-called chi-square targets

with several degrees of freedom. The SW I and SW II models then characterize chi-square

targets with two degrees of freedom and the SW III and SW IV models targets with four de-

grees of freedom. Furthermore, all of these multi-degree-of-freedom targets can be considered

in some applications to be partially correlated. Unlike the partial correlation of the clutter

whose origin is due to the radar receiver, the partial correlation of the targets is due solely

to the nature of the RCS of the target itself. As a special case, we find completely correlated

targets (SW I and SW III) and those that are completely decorrelated (SW II and SW IV).
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3.4 Goodness of fit testing

Detecting bright targets at sea with CFAR algorithms poses a significant challenge due to

the varying degrees of homogeneity on sea surfaces. The primary objective is to achieve high

target detection while maintaining the FAR below a predetermined level [61]. To achieve

this, it is important to determine whether the statistical model being used to represent the

radar returns accurately captures the underlying distribution of the data. If the model does

not fit the data well, it may not be effective for detecting targets in the image.

GoF is a statistical technique used to evaluate how well a given probability distribution

model fits a particular clutter return. It is commonly used to determine if a particular

distribution model is a good fit for a set of observed data. GoF testing involves comparing

the distribution of the observed data to the expected distribution of the proposed model.

The basic idea of GoF testing is to compare the observed data to the theoretical probability

distribution, to determine if the data is consistent with the distribution. The most commonly

used method for GoF testing are the following tests.

3.4.1 KS Test

The KS (Kolmogorov-Smirnov) statistic for a given CDF (Cumulative Distribution Function)

F0(x) is given by DN, a measure of the deviation of EDF (Empirical Distribution Function)

from F0(x), as [61]

DN = sup
x
| F̂X(x)− F0(x) | (3.10)

where sup S is the supremum or LUB (Least Upper Bound) of the set S, F̂ the EDF and N

the number of observations.

3.4.2 AD Test

To assess whether the N observations come from a distribution with CDF F0(·), we can use

the AD (Anderson–Darling) test, where [61]

A2 = −N − S (3.11)

with

S =
N∑
i=1

2i− 1

N

[
lnF0(x(i)) + ln(1− F0(x(N+1−i)))

]
(3.12)

where the x(i)’s are the rank ordered observations.
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3.4.3 MSE Test

The MSE (Mean Squared Error) test is a simple method for measuring the deviation between

an input histogram and an estimated PDF. The MSE is defined by [62]

MSE =
1

M

M−1∑
i=0

(h(i)− he(i))2 (3.13)

where M is the maximum of the image intensity values, h(·) the normalized histogram and

he(·) the suitable PDF.

3.5 Adaptive threshold algorithms

Adaptive threshold algorithms are the most common prescreening algorithms for target de-

tection in radar imagery that address some of the limitations of global thresholding [5]. Unlike

global thresholding, which uses a fixed threshold value for the entire image, adaptive thresh-

olding adjusts the threshold value locally, depending on the characteristics of the image in

each neighborhood. The basic idea of adaptive thresholding is to divide the image into small

regions or blocks and compute the threshold value for each block based on the statistical

properties of the pixel intensities in that block. This allows for more accurate separation of

targets and clutter in areas with varying illumination, contrast and noise.

The constant PFA is an obvious objective when building adaptive threshold detectors.

In this instance, the threshold is selected to ensure a steady percentage of background pixel

values go above the threshold. The FAR (number of false alarms per unit area of imaging)

should remain constant. If this is done, these detectors are known as CFAR detectors.

Working directly with the histogram of the background values and setting the threshold at

the proper place in its tail is one way for CFAR detection. However, the required FARs are

typically very low, and large background samples with a corresponding computational burden

would be required to estimate the threshold accurately. As a result, it is more common to

parametrically model the background distribution and utilize the background samples to

estimate the model parameters [5].
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- Matched Filter
- Amplitude and Phase Demodulator
- Moving Target Indicator
- Analog to Digital Convertor
- Envelope detection ( linear or quadratic)
- Video integration

r(t)

CUT

Clutter level estimation through
Design 

Decision
 or 

+-

Figure 3.2: General synoptic of a CFAR detector.

3.6 A typical CFAR detector block diagram

Fig 3.2 shows the general block diagram of a CFAR detector. This detector uses an adaptive

threshold called αT (x). The multiplicative factor α is calculated to maintain a constant PFA.

The mathematical relationship between and X1, X2, . . . , XN has been the subject of several

research works. The Mean Level class of detectors is the most suitable for homogeneous

environments. The CA-CFAR detector [43], for which the adaptive threshold is obtained from

the averaging of reference samples, is the most popular of the CFAR detectors. However, the

presence of inhomogeneities in the clutter significantly degrades the performance of CA-CFAR

detector. For this, several research works that take into account changes in the clutter exist in

the literature. First, there were the GO-CFAR and SO-CFAR detectors and several variants

of detectors based on the fixed-censored and self-censored order statistics [44, 45, 46, 47].

3.7 Likelihood Criteria

To perform automatic target detection, the received signal r(t) is observed in each range-

resolved cell (or range) for a time t such that 0 ≤ t ≤ τ . The problem of target detection
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amounts to considering an optimal decision rule that, based on the observation r(t), can

decide on the presence of the signal s(t) that originates from the target or the presence (or

absence of s(t)) of a signal n(t) that originates from the environmental noise. Therefore, r(t)

is written as

r(t) =


s(t) + n(t) Target

n(t) Target absent

(3.14)

The principles of statistical detection theory are used to determine the structure of the

radar receiver to obtain an optimal decision. Therefore, in order to choose an optimal decision

rule, it is necessary to evaluate the relative performances of each of them. This leads us to

introduce two important statistical parameters, namely the risk and the cost. For an M-Ary

hypothesis testing, the risk or average cost is given by [58]

R = E[C] =
M−1∑
i=0

M−1∑
j=0

PjCijProb(Di | Hj) (3.15)

where Prob(·) and E[·] designate, respectively, the probability and the expectation operators

and C the cost. Expression (3.15) describes the risk incurred by the receiving system when

a decision Di is made for the hypothesis Hj , with a cost Cij and a priori probability Pj =

P (Hj). In radar applications, i.e., M = 2 hypotheses testing, the criterion that associates

optimality with risk is Bayes’. Generally, the costs of correct decisions (detection and null

detection) are considered to be zero. In this case, the costs are reduced to C01 and C10

(non-detection and false alarm). However, when either the costs or the a priori probabilities

are not available, we recourse to the N-P (Neyman-Pearson) criterion.

3.7.1 Bayes criterion

A decision rule is called Bayes’ if it describes a radar receiver with a minimum average cost.

It can be shown that minimizing the average cost leads to the following likelihood test [58].

Λ(x)

H1

>

<

H0

η (3.16)

where

Λ(x) =
fX|H1

(x | H1)

fX|H0
(x | H0)

(3.17)
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and

η =
P0 (C10 − C00)

P1 (C01 − C11)
(3.18)

are the likelihood ratio and the detection threshold, respectively. where fX|H1
(x | H1) and

fX|H0
(x | H0) are the PDFs of the observation X corresponding to each hypothesis H1 and

H0, respectively.

Since, in general, the a priori probabilities and costs are not known, we cannot obtain

η from Eq. (3.18). However, the statistical characteristics of s(t) and n(t) allow us to do so

[63].

3.7.2 N-P criterion

The N-P (Neyman-Pearson) criterion consists in maximizing the PD or minimizing the PM

(Probability of Miss), knowing that the PFA, is maintained fixed at a constant value α. For

this purpose, we construct the objective function [58]

J(λ) = PM + λ(PFA − α) (3.19)

where λ is the Lagrange multiplier. The minimization of J(λ) leads to the following N-P rule

Λ(x) =
fX|H1

(x | H1)

fX|H0
(x | H0)

H1

>

<

H0

λ (3.20)

λ is the detection threshold obtained from the constraint PFA = α.

The Bayes and N-P detection criteria thus lead to the same decision rules. They are

given, respectively, by Eqs. (3.16) and (3.20). Indeed, both criteria reduce to the maximiza-

tion of the PD for a particular value of the PFA. However, the N-P criterion is easier to use

because it only uses the variance of the environment (noise and clutter).

According to Eq. (3.19), the XCUT is compared to the adaptive threshold T according

to the following statistical test

XCUT

H1

>

<

H0

T (3.21)
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H0 T H1
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PM

q 
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PNull

Figure 3.3: Decision-making regions.

where λ is a multiplicative factor and T the clutter level. In this adaptive detection context,

the PD and PFA can be written, respectively, as [26]

PD = Prob (XCUT ≥ T | H1) (3.22)

and

PFA = Prob (XCUT ≥ T | H0) (3.23)

Using the PDF fT (T ) of the statistics T , we obtain

PD =

∫ ∞
0

fT (t)

∫ ∞
T

fXCUT|H1
(xCUT | H1) dxCUTdt (3.24)

and

PFA =

∫ ∞
0

fT (t)

∫ ∞
T

fXCUT|H0
(xCUT | H0) dxCUTdt (3.25)

Fig 3.3 shows, for a Gaussian target immersed in a Gaussian clutter, the decision regions

with respect to the detection threshold T. Sliding T along the x-axis allows for different

scenarios of PD and PFA. PNull is the Probability of Null detection and PM the probability

of non-detection.

3.8 Conclusion

The CFAR adaptive detection is the essential innovation in the modern radar detection

system. In order to avoid confusion, the clutter and target models must be rigorously listed.
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The choice of the performance criterion is decisive for the calculation of the detection and

false alarm probabilities. To this effect, we first recalled the statistical models of clutter and

targets used in radar detection. Then, we presented most of the used GoF statistical methods

to describe how well the model fits the radar clutter. Finally, we introduced the principles of

adaptive CFAR detection.
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Maximum Likelihood QM-CFAR Detection in Weibull Clutter

Summary

This chapter constitutes our first contribution to CFAR target detection. A recent survey has

revealed that radar researchers still encounter difficulties to develop detectors that cope with

non-Gaussian backgrounds. On another note, in real-world applications, many modeling

research papers show a high agreement between radar sea clutter data and the Weibull

distribution. This being, we introduce the QM-CFAR detector for a Weibull background.

Specifically, assuming a non-stationary Weibull clutter with the presence or not of interfering

targets, the QM and the MLE are concomitantly used to allow the proposed detector to

perform robustly in multiple target situations with a priori unknown Weibull parameters.

MC simulations show that, compared to recent existing CFAR algorithms, the QM-CFAR

detector provides robust and accurate estimates of the Weibull distribution parameters and

achieves less degradation of the PD in multiple target situations.

57
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4.1 Introduction

As it is well-known, automatic signal detection is the central task of a modern radar system.

Behind this very attractive and challenging field are the non-stationary clutter and environ-

ments heterogeneities. For clutter scenarios such as multiple target situations, the basic goal

is mainly the derivation of the optimum receiver to automatically detect a target with a

priori unknown information about the environment. Solutions to this classical problem are

very efficient in diverse fields such as civilian applications, military tasks, and sea monitoring

[64, 58].

The mean level detectors or CA-CFAR family has long been used for Gaussian environ-

ments [43, 44, 45]. The OS-CFAR detector was intended to overcome the problem of multiple

targets situations arising in the CA-CFAR family [46]. However, in many practical situations,

the Gaussian density in high-resolution radar is shown to be a poor fit to the clutter envelope.

In such cases, a family of biparametric distributions is required to achieve a suitable fit to

the real-world data.

In [65, 66, 67, 68, 69, 70, 71], some detectors for non-Gaussian environments are consid-

ered. Goldstein [65] introduced the log-t-CFAR for log-normal and Weibull environments. In

a homogeneous environment, this detector is optimal for a log-normal clutter and performs

well for a Weibull clutter. Afterward, Weber and Haykin [66] introduced a nonparametric

technique, namely the WH-CFAR (Weber-Haykin-CFAR) detector, for which the thresh-

old is based on pairs of the OS samples of the Weibull random sequence. This method is

more robust to interferences but still yields an excessive detection loss. Later, based on the

MLEs of the Weibull parameters Ravid and Levanon [67] introduced the ML-CFAR detector.

In a homogeneous environment, the ML-CFAR detector exhibits a small CFARLoss, yield-

ing considerable detection performances with respect to the previous detectors. They also

introduced the CML-CFAR (Censored ML-CFAR) in multiple target situations. Recently,

Almeida et al. [68] found a closed form expression of the PD (Detection Probability) for a

square-law detector of an exponential target in a Weibull distributed clutter. Based on the

zlog(z) estimators of the Weibull parameters, Gouri et al. [69] proposed the zlog(z)-CFAR

detector. This detector exhibits almost similar detection performances as the ML-CFAR

detector, but with a lower time-consuming procedure. Weinberg et al. [70] developed three

robust detectors that achieve the CFAR property in Weibull clutter disturbances, namely the
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GMOS-CFAR (Geometric Mean Order Statistics-CFAR), the TMOS-CFAR (Trimmed Mean

Order Statistics-CFAR) and the IE-CFAR (Inclusion/Exclusion-CFAR) detectors. Based on

the WL (Weighted Likelihood) estimator for a Weibull clutter with known shape parameter,

Zhang et al. [71] developed the WL-CFAR detector which aims to overcome problems that

weaken the performances of the detector in heterogeneous environments, i.e., multiple target

and clutter power transition scenarios.

A shown in Table. 4.1, except the proposed QM-CFAR detector whose optimality,

in both Weibull homogeneous clutter and multiple target situations is to be assessed in

this paper, all other cited detectors work effectively in a homogeneous clutter but degrade

significantly in multiple target situations. To this effect, we propose and analyze the QM-

CFAR detector, whose detection threshold is estimated through the QM theory. This new

detector relies upon a fixed number of quantiles (ordered statistics) drawn from the reference

cells, allowing censoring of the upper end of the reference window. In doing this, it simply

uses selected quantile information to estimate the distribution parameters using QME (QM

Estimation).

4.2 Parameter Estimation and CFAR Detection

The received signal is first processed by a LED (Linear Envelope Detector) matched filter.

The resulting samples are then stored in a tapped delay line of length N + 1, corresponding

to the N reference cells surrounding the CUT. We assume that the N random samples

X = (X1, X2, ..., XN )Tr, where Tr denotes the transpose operator, are IID (Independent and

Identically Distributed), drawn from the same Weibull distributed RV (Random Variable)

X, whose PDF is given by [69]

fX(x) =
C

B

( x
B

)C−1
exp

[
−
( x
B

)C]
;x ≥ 0, B > 0, C > 0 (4.1)

where B and C are the scale and shape parameters, respectively. Its CDF is given by

FX(x) = 1− exp

[
−
( x
B

)C]
;x ≥ 0, B > 0, C > 0 (4.2)

In real-world applications, many modeling research papers show a high agreement be-

tween the radar sea clutter data and the Weibull distribution [72]. Note that for C = 1 and

2, the Weibull PDF reduces to the exponential and the Rayleigh PDFs, respectively. C < 1,
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Table 4.1: Advantages and Disadvantages of the detectors subjected to the comparative

study in a Weibull clutter

NIT (Number of Interfering Targets).

Detector Advantages and Disadvantages

logt-CFAR [65] Performs fairly in a homogeneous clutter / Performance degrades in

multiple target situations when ICR increases.

WH-CFAR [66] Performs well in multiple target situations when NIT is a priori

known / CFARLoss is somewhat high in a homogeneous clutter.

TMOS-CFAR [70] Performs well in presence of one interfering target / CFARLoss is

somewhat high in a homogeneous clutter.

IE-CFAR [70] Optimal in a homogeneous clutter / Performance degrades in mul-

tiple target situations when either ICR or NIT increases.

zlog(z)-CFAR [69] Optimal in a homogeneous clutter / Performance degrades drasti-

cally in multiple target situations when either ICR or NIT increases.

WL-CFAR [71] Optimal in a homogeneous clutter / Performance degrades in mul-

tiple target situations.

QM-CFAR CFARLoss is optimal in both homogeneous clutter and multiple tar-

get situations / NIT should be a priori known.

implies a longer tailed PDF, i.e., spiky clutter. Then the Xis, i = 1, 2, ..., N , are ranked in

an ascending order to get the quantile information for each sample.

4.2.1 Quantile Matching Theory

As stated earlier, CFAR detectors for a Weibull background have been proposed in [67,

69]. Their respective adaptive thresholds are based on the estimation of the shape and

scale parameters. This is accomplished through the use of the ML or the zlog(z) estimator.

In addition, it has been shown that the CFARLoss is proportional to the variance of the

estimated parameters [67]. To lower the variance, and therefore, the CFARLoss, the QM-

CFAR detector is developed here. Note that Nirwan and Bertschinger [73] have proposed the

BQME (Bayesian QME), while, here, we develop the estimates of the Weibull parameters
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through the MLE. The QME has shown to be a useful technique that allows one to infer the

underlying distribution from only the quantile information.

Let us select M quantiles q = (q1, q2, . . . , qM )Tr , q ∈ [0, 1]M and their correspond-

ing rank ordered empirical values X = (X(1), X(2), ..., X(M))
Tr. Note that, to simplify the

analysis, we adopt the same notation of RV (Random Variable) X as for the underlying

received sequence. Here, as we have access to all N cells, the selected number of quantiles,

M = N − R, where R = 0, 1, 2, . . . is the NIT. Thus, in order to estimate the parameter

θ = (θ1, θ2, ..., θp)
Tr, θ ∈ Θ, p denotes the number of the unknown parameters, from the

selected quantiles X ∈ RM and their corresponding order k = (k1, k2, ..., kM )Tr, k ∈ NM , we

need to evaluate the conditional joint PDF pX|k,N (x | k, N) of the order statistics, which is

shown to be, for any distribution [73]

pX (x | k, N) = ηFX
(
x(1)

)k1−1 (
1− FX

(
x(M)

))N−kM
×

M∏
m=2

(
FX
(
x(m)

)
− FX

(
x(m−1)

))km−km−1−1

×
M∏
m=1

fX(x(m))

(4.3)

where η is a normalization constant given by

η =
N !

(k1 − 1)! (N − km)!
∏M
m=2 (km − km−1 − 1)!

(4.4)

Next, instead of relying on the order k, we rely on the quantile information q ∈ [0, 1]M and

X ∈ RM . Note that, generally, the order k may not be such as km− km−1 = 1. Now, we just

need to replace km in Eq. 4.3 by the product of the quantile qm andN , i.e., km = qmN . Taking

these definitions into account, the conditional joint PDF of the order statistics becomes

PX (x | q, θ,N) =

ηFθ
(
x(1)

)q1N−1 (
1− Fθ

(
x(M)

))N−qMN

×
M∏
m=2

(
Fθ
(
x(m)

)
− Fθ

(
x(m−1)

))qmN−qm−1N−1

×
M∏
m=1

fθ(x(m))

(4.5)

Note that the conditional joint PDF of Eq. 4.5 is parameterized by θ, which needs to be

estimated. The likelihood function is defined as

L(θ) = PX|q,Θ,N (x | q, θ,N) (4.6)
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In order to maximize the likelihood function of Eq. 4.6, standard techniques of calculus

may be used. Here, instead of using the BQME [73], the estimate θ̂ = (θ̂1, θ̂2, ..., θ̂p)
Tr that

maximizes the likelihood function is computed through the MLE of θ. Because the logarithmic

is a monotonically increasing function, maximizing L(θ) is equivalent to maximizing lnL(θ).

Hence, it can be shown that a necessary but not sufficient condition to obtain the ML estimate

θ̂ is to solve the log likelihood equation

∂ lnL(θ)

∂θ
= 0 (4.7)

As we could not find any closed form expressions of the MLEs of the shape and scale param-

eters of the Weibull distribution, we had to recourse to the fminsearch.m Matlab function.

CFAR property

Recall that CFAR data processing techniques are widely used in radar target detection to

control the FAR when the clutter parameters are unknown a priori. A CFAR processor

dynamically selects the parameters based on an estimator which is specific to the environment

under consideration. Then, a detection threshold algorithm is adjusted for each cell so that

the PFA remains constant. The QM-CFAR detector is summarized as follows. We first use

the rank ordered reference samples X(1), X(2), . . . , X(M) to select the quantile information

that shares the same clutter parameters as the CUT and eliminate any outliers within the

data. Then, we resort to the QM and the MLE to get the clutter parameters. Finally, we

carry out target decision through the following hypothesis test

XCUT

H1

>

<

H0

T (4.8)

where T is the adaptive detection threshold, XCUT the random sample within the CUT, H1

refers to the presence of a target hypothesis and H0 to the absence of a target hypothesis.

For a Weibull clutter, if the scale B and the shape C parameters were known a priori, then

a design PFA would be readily achieved by setting a fixed threshold noted Tideal such that

PFA = Pr {X > Tideal | H0} (4.9)

where Pr denotes the probability operator. In other words, T is the (1−PFA) quantile of the

distribution of X. An ideal CFAR processor would have a threshold Tideal = F−1(1− PFA),
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where F−1(·) is the ICDF (Inverse CDF). For the Weibull distribution [67],

Tideal = B (−lnPFA)
1
C (4.10)

Since, in general, the parameters are a priori unknown, in order to regulate the actual PFA

of the proposed detector, the threshold T should be written as [67]

T = B̂α
1
Ĉ (4.11)

where α is the threshold multiplier that maintains CFAR, and B̂ and Ĉ (solutions of Eq.

4.7), are, respectively, the estimates of B and C.

Because of the difficulties that arise in the derivation of an analytic expression of the

PFA, proving the CFAR property of a detector remains a challenging task. Instead of the

conventional approach, a new research reveals that if the derived detector meets certain

criteria, it can be declared CFAR. Specifically, any invariant test with respect to a minimally

invariant group is CFAR [71]. To begin the numerical analysis, we resort to MC simulations to

study the CFAR property of the QM detector with respect to the scale parameter. As shown

in Fig. 4.1a, we first show the curves of the simulated log10(PFA) versus the threshold scale

factor α(dB) under various scale parameter values (B = 0.0322, 0.5, 1.5, and 2) and a fixed

shape parameter value C = 0.9439. The results clearly show that there is a complete overlap

between all curves regardless of the value of B. As a result, the proposed detector maintains

the CFAR property with respect to the scale parameter. To investigate the CFAR property

of the proposed detector with respect to shape parameter, Fig. 4.1b shows the curves of the

simulated PFA versus the threshold scale factor α(dB) for different shape parameter values

(C = 0.1, 0.5, 0.9439 and 3) and a fixed scale parameter (B = 0.032). Although the curves

show tiny bifurcations, the inferred values of the PFA are likewise acceptable in real-world

applications. As a result, the proposed detector maintains the CFAR property with respect

to the shape parameter. Consequently, the QM detector is CFAR irrespective of the values

of B and C. Hence, from now on, we may name it as the QM-CFAR detector.

In this chapter, we perform a comparison study of the QM-CFAR detector with the

log-t-, WH-, TMOS-, IE-, zlog(z)-, WL-CFAR, and the fixed threshold (ideal) detector. As

we already know from the radar literature, the log-t-, WH-, TMOS-, IE-, zlog(z)-, and WL-

CFAR detectors have the CFAR property in a Weibull clutter [65, 66, 70, 69, 71], respectively.

Hence, here, we only intend to confirm such a property and get the values of the respective

threshold multipliers α, for the design PFA. That is, Fig. 4.2. shows the curves of log10(PFA)
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Figure 4.1: CFAR property of the QM detector with respect to (a) scale parameter; (b)

shape parameter.

versus α(dB) for all detectors; for N = 32, B = 0.0322 and C = 0.9432. Their corresponding

threshold multiplier values for PFA = 10−4 are αlogt-CFAR= 4.33dB, αWH-CFAR= 1.07dB,

αTMOS-CFAR= 1.71dB, αIE-CFAR= −5.35dB, αzlog(z)-CFAR= 12.12dB, αWL-CFAR= 11.98dB
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Figure 4.2: CFAR property of the different detectors; for N = 32, B = 0.0322 and

C = 0.9439.

and αQM-CFAR= 11.91dB. Note that, as stated in [70], we have chosen k = 31 and I =

[2, 3, 4, 5] for the TMOS-CFAR detector, I = [1, 2, 3, ..., 25] for the IE-CFAR detector, and

α = 0.05 measures the desired robustness level of the WL-CFAR detector. In addition, the

WL-CFAR detector requires the a priori knowledge of the Weibull shape parameter [71].

Here, the Weibull shape parameter is estimated based upon the clutter measurements in the

reference cells.

4.3 Analysis of the proposed QM-CFAR Detector

4.3.1 Homogeneous environment

For a homogeneous Weibull environment, we first evaluate the detection performances of

the proposed detector versus all detectors cited above. Fig. 4.3. shows the PD against the

SCR (Signal-to-Clutter Ratio) ∈ [0dB 60dB], for N = 32, PFA = 10−4. Throughout all the

subsequent simulations, the Weibull shape and scale parameters are set to B = 0.0322 and

C = 0.9439. These clutter parameter estimates have been obtained by their respective MLEs

applied to real clutter returns [70, 74]. It is clear, from this figure, that the PD curves of
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Figure 4.3: Detection probabilities (PD) against SCR in a homogeneous background of the

different detectors; for N = 32, B = 0.0322, C = 0.9439, and PFA = 10−4.

the WH-CFAR and logt-CFAR detector are the lowest, then comes that of the TMOS-CFAR

detector. While, all remaining detectors seem to have the same PD, the magnifier of Fig.

4.3 shows that the PD of the QM-CFAR detector is slightly higher. Furthermore, as shown

in the CFARLoss of Table 4.2 (row 1), the QM-CFAR detector exhibits the lowest CFARLoss

value. The CFARLoss is the ratio between the SCR required to achieve specified PD and PFA,

and the SCR of the ideal detector; it is given by [67]

CFARLoss =
SCR(PD, PFA, Ĉ, N)

SCRideal(PD, PFA, C)
(4.12)

As the numerator of Eq. 4.12 is difficult to evaluate, we resort to the graphical method

illustrated in Fig. 4.3. Namely, for given PFA (10−4) and N (32), the CFARLoss (4.78dB;

Table 4.2, row 1) is the difference between the SCR (24.78dB) required to achieve a specified

PD (0.6234), and the SCR (20dB) of the ideal detector given by Eq. 4.10.

4.3.2 Multiple target situations

In real-world scenarios, some interfering targets may appear in the reference cells. To this

effect, we now investigate the detection performances of the proposed detector in multiple

target situations. In this case, the threshold raises and the detection degrades. This is known
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Table 4.2: CFARLoss (dB) of the different detectors with respect to the ideal detector in a

homogeneous environment and in the presence of interfering targets; for

N = 32, B = 0.0322, C = 0.9439, SCR = 20dB and PFA = 10−4 (Bold numbers designate

the lowest values of the CFARLoss)

NIT ICR logt- WH- TMOS- IE- zlog(z)- WL- QM-CFAR

0 −∞ 6.81 6.89 6.03 5.11 5.19 4.94 4.78

1

15dB 8.44 9.44 8.56 7.96 9.54 8.24 7.34

20dB 9.38 9.91 9.03 9.34 13.98 10.26 7.74

30dB 11.74 10.13 9.26 12.24 28.26 16.56 7.93

2

20dB

12.02 12.84 19.36 13.50 18.80 14.62 10.64

3 14.46 15.08 23.29 17.38 22.03 18.34 13.09

4 16.83 17.52 25.23 21.21 24.27 21.34 15.74

Table 4.3: PFA regulation of the different detectors in multiple target situations; for

N = 32, B = 0.0322, C = 0.9439 and PFA = 10−4 (Bold numbers designate the highest

values of the ratio)

NIT
Ratio = Simulated PFA/Design PFA = 10−4

ICR logt- WH- TMOS- IE- zlog(z)- WL- QM-CFAR

1

20dB

0.10 0.23 0.25 0.08 0.02 0.03 0.26

2 9.00e−3 0.06 0.01 2.30e−3 5.69e−4 6.42e−4 0.07

3 1.00e−3 0.02 1.96e−4 5.50e−5 1.00e−5 1.65e−5 0.03

4 1.85e−5 0.01 1.92e−5 1.55e−5 1.55e−8 3.24e−8 0.01

as the capture effect. By means of the same working conditions as before, two examples are

shown in Figs. 4.4. and 4.5.

In Fig. 4.4, we consider the presence of one interfering target (R = 1) within the

reference cells. Figs.4.4a–c show the PD against SCR for values of the ICR (Interference-to-

Clutter Ratio) = 15, 20 and 30dB, respectively. Note that the QM-CFAR detector, and to a

lesser degree, the TMOS-CFAR detector, are robust in the sense that no excessive CFARLoss,

Table 4.2 (row 2), occurs when the ICR values increase. All remaining detectors show a
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significant CFARloss, particularly for ICR = 20 and 30dB.

To further investigate the robustness of the QM-CFAR in the presence of more than one

interfering target, we consider, respectively, the presence of two, three, and four interfering

targets within the reference cells (R = 2, 3 or 4). For instance, let us assume that the ICR

value of all interfering targets is set to ICR = 20dB. According to Fig. 4.5, in contrast to
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Figure 4.4: Detection probabilities (PD) against SCR of the different detectors in multiple

target situations; for N = 32, B = 0.0322, C = 0.9439, PFA = 10−4 and NIT = 1 at (a)

ICR = 15dB, (b) ICR = 20dB and (c) ICR = 30dB.
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the TMOS-CFAR whose CFARloss, Table 4.2 (row 3), seems to degrade drastically in the

presence of more than one interfering target, the QM-CFAR detector remains ahead of all

detectors.

Referring to Fig. 4.4a and Figs. 4.5a–c, Table 4.3 shows the regulation of the PFA

for the multiple target situations. Although the values of the ratio of the simulated PFA

to the design PFA = 10−4 are relatively low, the ones corresponding to the QM-CFAR and

WH-CFAR detectors are the highest.

Notwithstanding the fact that we are performing fixed-point censoring of the upper end

of the reference cells, there could be real-world situations in which the NIT is either under

estimated or over estimated. Figs. 4.6a shows the effect of censoring 2 interfering targets

rather than 3 (under censoring situation) on the PD of all detectors. Due to the MLE’s

sensitivity to interfering targets, which has a major effect on the distribution parameters, the

PD of the QM-CFAR detector exhibits a significant degradation when compared to that of

Fig. 4.5b. Alternatively, Fig. 4.6b shows the effect of censoring 4 interfering targets rather

than 3 (over censoring situation) on the PD of all detectors. Here, the PD of the QM-

CFAR detector shows a better detection performance than that of Fig. 4.5b. This gain

can be explained by the spiky nature of the clutter, for which a clutter return could be

assimilated to an interfering target and therefore effectively censored. In consequence, the

detection performance of the QM-CFAR becomes suboptimal whenever it is confronted to

under censoring situations. To circumvent such limitation, automatic censoring remains the

best suited solution.

As a final point, rather than as it is shown in Figs. 4.4 and 4.5, where the robustness

of all detectors is assessed through their detection curves, another way would be to resort

to their detection thresholds. For the same working conditions as before, Fig. 4.7 shows

the detection thresholds of all detectors for a Weibull clutter return, to which 6 Rayleigh

targets have been injected in the 80th, 100th, 120th, 140th, 160th and 180th range cells at

SCR = 20dB. It can be easily seen that the detection threshold of the QM-CFAR detector

progresses closely to that of the ideal detector, while the other detectors show exorbitant

sawtooth profiles which impact negatively on their detection performances.
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4.4 Experimental Results with a Real SAR Image

To validate the advantages of the suggested QM-CFAR for ship detection in SAR images, a

dataset of stripMap TerraSAR-X images is used in this study. We consider a SRW size of

33 × 33. The pixel in the center of the SRW is regarded as the CUT. The size of the guard

window is 7 × 7 pixels so that the CUT is placed at its center. These choices provide 1040
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Figure 4.5: Detection probabilities (PD) against SCR of the different detectors in multiple

target situations; for N = 32, B = 0.0322, C = 0.9439 and PFA = 10−4. (a) NIT = 2; (b)

NIT = 3; (c) NIT = 4, at ICR = 20dB.
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Figure 4.6: Detection probabilities (PD) against SCR of the different detectors in multiple

target situations; for N = 32, B = 0.0322, C = 0.9439, PFA = 10−4 and NIT = 3 at

ICR = 20dB. (a) Under censoring situation; (b) Over censoring situation.

samples to estimate the clutter level, 48 samples as a guard and 1 sample as a CUT.

In Fig. 4.8, we compare all detectors for a large ship as an extended target. Fig. 4.8a
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Figure 4.7: Detection thresholds of the different detectors in multiple target situations; for

N = 32, B = 0.0322, C = 0.9439 and PFA = 10−4. Injected Rayleigh targets are located at

the 80th, 100th, 120th, 140th, 160th, and 180th range cells at SCR = 20dB.

shows the original SAR image. In this example, despite using guard pixels, some pixels

in the SRW are still contaminated with returns from an extended target. These returns

can be considered as interfering targets. The WH-CFAR detector offers some improvement

compared to the other competitors. As shown in Fig. 4.8g, compared to WH-CFAR detector,

the proposed QM-CFAR detector is superior in detecting the total number of target pixels

while reducing the FAs.

4.5 Conclusion

In this chapter, we proposed and analyzed the QM-CFAR detector for a Weibull clutter and

multiple target situations. Assuming a non-stationary Weibull clutter with the presence or

not of interfering targets, the QM theory and the MLE have been used to allow the detec-

tion threshold to perform fixed censoring of the upper end of the reference window cells.

We first showed through MC simulations that the QM detector guarantees the CFAR prop-

erty irrespective of the scale and the shape parameters. Then, we compared its detection

performances to some recent CFAR algorithms. We showed that, due to the accurate esti-

mates of the Weibull distribution parameters, the QM-CFAR achieves an optimal CFARLoss
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in both homogeneous clutter and multiple target situations. However, its detection perfor-

mance becomes suboptimal whenever it is confronted to under censoring situations. Finally,

we validate the superiority of the proposed QM-CFAR through SAR image. The QM-CFAR

detector acquires a high detection performance and fair PFA regulation with regard to the

challenging state-of-the-art detectors.
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Figure 4.8: Detection performance comparison on extended ship target. SAR image is

applied with PFA = 10−5 on TerraSAR-X image. (a) Original SAR image, (b) CA-CFAR,

(c) logt-CFAR, (d) WH-CFAR, (e) zlog(z)-CFAR, (f) WML-CFAR, (g) QM-CFAR.
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MAD-CFAR Detection for Ship Targets in Log-normal Sea Clut-

ter in SAR imagery

Summary

This chapter constitutes our second contribution to CFAR ship detection in SAR imagery.

In doing this, we propose and analyze the performance of the MAD-CFAR (Median Absolute

Deviation) detector in the presence of multiple targets and oil spill embedded in a Log-normal

sea clutter. In order to be confined to a real case of radar detection, i.e., no a priori knowledge

of the homogeneity or heterogeneity of the clutter, we develop the MAD-CFAR detector in

presence of both low/high contaminations. We show, through both simulated and real SAR

images, the effect of the clutter parameters estimators on the detection thresholds of the

MAD-CFAR detector.

77
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5.1 Introduction

With the rising volume of image data collected from airborne and spaceborne SAR systems,

computer-aided or automated exploitation of SAR images, particularly for ATR systems, is

becoming increasingly attractive. Ship detection, as the initial step of ATR systems for ship

targets, provides a foundation for the validity of future identification. Over the previous two

decades, many approaches for detecting ship targets from SAR images have been developed.

Of those methods, the well-known CFAR is the most frequently used conceptual framework

in both point and spread targets [75, 76, 77]. To utilize the CFAR method, first select

an acceptable PDF or CDF that appropriately describes the statistical properties of the

backscattering energy. In low-resolution SAR radars, the clutter generally obeys Gaussian

distribution in the intensity domain or Rayleigh distribution in the amplitude domain [78, 79].

As the spatial resolution of SAR instruments increases, the associated reduction of scatterers

per resolution cell lends to an increase of the appreciability of backscattering responses from

distinct ground features. This means that SAR images with complex land/sea topologies now

exhibit even more heavy-tailed models [41]; which have led to the development of newer PDF

models with longer tails such as the most notable statistical models of log-normal, Weibull,

K, Gamma, and compound-Gaussian distributions [80, 81, 82]. Latest trends of clutter

modeling deal with mixture models. Yi et al. [42] proposed the LMM-CFAR (Log-normal

Mixture Model-CFAR) ship detector. The LMM enables to model complex distributions in

a similar way to Parzen-Window-Kernel-based CFAR detector proposed by Gao [54]. This

approach is adaptive to the clutter variation over the image.

Most of the cited CFAR detectors are implemented with the standard SRW scheme,

with a guard region configured to prevent ship targets parts from leaking into the back-

ground region. However, in practice, the clutter in the SRW is contaminated by outliers,

especially in crowded harbors and busy shipping lines. Recently, numerous researches have

been carried out on the approaches of selecting background pixels to eliminate the influence

of the non-clutter pixels or outliers. To dispose the effect of the target pixels near the PUT,

Pappas et al. [41] proposed a superpixel-level CFAR detection method. It utilizes super-

pixels instead of rectangular sliding windows to define CFAR guard areas and clutter. The

objective is to enhance target exclusion from outliers while reducing false detections. Tao

et al. [47] proposed the TS-CFAR detector. This latter uses data truncation to eliminate

all potential statistical outliers; the remaining truncated statistics are utilized for rigorous
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clutter modeling. If the pixel intensity is higher than a specified truncation rate, for example,

25% of the samples are discarded, they are excluded from the training samples and truncated

data is used to estimate clutter statistics. This detector improves the PD, but the FAR

inevitably rises due to the non-exclusion of the high-intensity clutter pixels from the SRW.

Recently, Ai et al. [83, 84] proposed multiple CFAR detectors based on censoring methods;

namely, the two-parameter LNTS-CFAR (Log-Normal Truncated Statistics-CFAR) detector

based on the adaptively truncated clutter statistics, and the BTSR-CFAR (Robust Bilateral-

Trimmed-Statistics-CFAR) detector. While the former improves the PD in multiple target

environments, the latter greatly eliminates the capture effect arising in conventional CFAR

detectors. Furthermore, the parameters and the local detection threshold can be acquired

through simple calculation, without any iterative numerical solutions. The specific problem

addressed here is how to deal with distribution models of SAR data when the sea clutter

is statistically contaminated by outliers. The suggested solution is the use of the Median

Absolute Deviation, commonly shortened to MAD, as it is robust and fast, and does not

rely on any bulky estimation method [85]. The newly presented MAD-CFAR detector only

sets a background test window which does not take into consideration any design of guard

pixels. Furthermore, due to the simple calculation of the median and the MAD, its detection

threshold can be computed straightforwardly; yielding a significant gain in the processing

time.

The rest of this chapter is devoted to the exposition of this new MAD-CFAR detector.

5.2 Analysis of the MAD-CFAR Detector

The concept map of the proposed MAD-CFAR detector is shown in Figure 5.1. The general

structure of this detector is such that the SAR image is passed through a logarithmic amplifier

to transform, before storing them in a new image. The logarithm can be considered in an

arbitrary base, however, throughout this manuscript the natural logarithm is used. The

main advantage of this logarithmic transformation lies in the use of an LS (Location Scale)

type distribution. Since the sea clutter intensity PDF meets the log-normal distribution, the

log-intensity value follows the Gaussian distribution.

The content of the sliding window, i.e., the random variables, except for the PUT (Pixel

Under Test), are sorted in ascending order according to their amplitudes (or powers) to
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obtain the samples, which will be processed first by the estimation algorithm and then by

the detection algorithm. The rest of this chapter is devoted to the exposition of this new

MAD-CFAR detector.

log 
transformation

SAR Image

Sorting

PUT

Sliding Window

MedianMedian Absolute
Deviation

CFAR Threshold Decision H1 or H0

αMAD

Design
PFA

Figure 5.1: Concept map of the MAD-CFAR detector

5.3 Heuristic MAD Thresholding Derivation

In statistics, the MAD is a reliable measure of the variability of a univariate sample of

quantitative data. Absolute deviation from the median was discovered and popularized by

Hampel (1974) who attributes the idea to Gauss (1777–1855). The median is, like the mean, a

measure of central tendency but offers the advantage of being very insensitive to the presence

of outliers. Consider a set of N clutter samples in the local reference window, for which

X = {Xi}Ni=1 obeys a log-normal PDF, Xi being the intensity value of the ith sample of the

clutter in the local reference window. Since the sea clutter intensity PDF meets the log-normal

distribution, the log-intensity value ln(X) follows the Gaussian distribution. Calculating the

MAD of the resulting set of samples is straightforward, as it only involves finding the median

of absolute deviations from the median. More precisely, the MAD is defined as follows [85]

MAD = median(| X − X̃ |) (5.1)
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where X̃ = median(X) is the median of the samples. Henceforth, the ship targets detection

algorithm of the MAD-CFAR refers to declaring a target if

X0

H1

>

≤

H0

TMAD = X̃ + αMADMAD (5.2)

where TMAD is the adaptive detection threshold and X0 is the Pixel Under Text (PUT). The

binary hypotheses H1 and H0 refer to PUT belongs either to a target or to the clutter, and

αMAD, is the scale factor to maintain the design value of the PFA.

The coefficient αMAD of the adaptive detection threshold TMAD is obtained in such a

way that the PFA is kept constant for a homogeneous environment. Therefore, knowing that

the is defined by

PFA = Prob
{
X0 > T̂MAD | H0

}
= Constant

PFA = Prob
{
X0−X̃
MAD > αMAD | H0

}
= Constant

(5.3)

The scale factor αMAD can be obtained through the ICDF of the standard normal, i.e.,

N(0, 1) distribution as

αMAD = c φ−1(1− PFA) (5.4)

where φ−1(·) is the ICDF of the standard normal distribution and c = 1.4826 is the consistency

constant of the MAD to be a consistent standard deviation estimator of a Normal distribution

[85]. Therefore, for PFA = 10−5, we obtain, from Eq. (5.4), αMAD = 6.3231.

Moreover, since the pdf of does not have an analytical form for a Log-normal clutter,

we resort to Monte Carlo simulations to determine the PD defined by

PD = Prob
{
X0 > T̂MAD | H1

}
(5.5)

Next, we investigate the CFAR property of the proposed detector along with perfor-

mance. In doing this, for simulation purposes, we compare the proposed MAD-CFAR detec-

tor to three recent studies that have been conducted to deal with heterogeneous sea surfaces

[42, 83, 84]. Namely, the LMM-CFAR detector proposed by Cui et al. [42], the LNTS-CFAR

and the BTSR-CFAR [83, 84] proposed by Ai et al. We also introduce the SDM-CFAR de-

tector. That is, unlike the MAD-CFAR detector, the SDM-CFAR detector uses a threshold

which relies on the mean and the standard deviation of the background clutter.
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CFAR property

Due to the difficulties that arise in the derivation of an analytic expression of the PFA, we

validate the CFAR property of the MAD-CFAR detector through extensive MC simulations.

In doing this, we resort to the Matlab R2022a, installed on a Laptop powered by an Intel

Core 7 CPU (Central Processing Unit), with a speed of up to 2.8 GHz (Giga Hertz) and a

RAM (Random Access Memory) of 16 GB (Giga Bytes). To begin the numerical analysis, let

us consider that the basic simulation scenario is a simulated 512× 512 image, embedded in a

log-normal clutter with log-mean value µln = 3 and log-standard-deviation value σln = 0.2.

The sliding window size is set to 41× 41.

Fig. 5.2 shows the CFAR property of the proposed detector for a design PFA=10−5.

Specifically, Fig. 5.2a, shows the experimental PFA of all detectors with respect to µln whose

values range from 0.2 to 3 with step 0.2, and a fixed value σln = 0.2.

Similarly, Fig. 5.2b, shows the CFAR property of all detectors with respect to the log-

standard-deviation σln parameter whose values range from 0.1 to 4.3 with step 0.3 and a fixed

log-mean value µln = 3. Despite the fact that the curves have minor departures from the

design PFA, the inferred values are likewise realistic in real-world applications. As a result,

all detectors are also CFAR with respect to the log-standard-deviation σln.

5.4 Experimental Results

5.4.1 Simulated SAR Image

Next, we evaluate the detection performances of the MAD-CFAR detector against the re-

maining ones on a simulated SAR image. Fig. 5.3a corresponds to the simulated SAR image

of size 512 × 512 pixels, used to evaluate the virtue of the MAD-CFAR in complex sea sce-

narios. In this case, we assume that the simulated sea clutter follows a log-normal law with

µln = 3 and σln = 0.2. The image includes the densely-distributed ship target area as marked

by the white solid ellipse, the land, a few ships and the ship-oil-mixed area marked by the

white solid rectangle. The intensity values of the ship targets are evenly distributed between

1.4 and 1.8 times the maximum value of the sea clutter. While the land and breakwater

are simulated through a log-normal distribution with µln = 3.8 and σln = 0.2, the intensity

values of the spilled-oil are evenly distributed between 0.1 and 0.3 the minimum value of the

sea clutter. Fig. 5.3b corresponds to the GT image of Fig. 5.3a.
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Figure 5.2: CFAR property of the MAD-CFAR, LMM-CFAR, SDM-CFAR, LNTS-CFAR

and BTSR-CFAR detectors; for PFA = 10−5 with respect to (a) log-mean parameter µln = 3

and (b) log-standard-deviation parameter σln.

For PFA = 10−5, Fig. 5.3c–g show the detection outcome images of the MAD-CFAR

detector versus the existing ones in the heterogeneous scenario described above and repre-
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sented by Fig. 5.3a. It can clearly be seen that the MAD-CFAR detector identifies all pixels

of all ship targets. In contrast, except the BTSR-CFAR detector which misses only one ship

target, i.e., 68 pixels, the LNTS-CFAR, SDM-CFAR and LMM-CFAR detectors miss quite

a lot of the ship targets (red circles), i.e., 678, 827, and 1200 missing pixels, respectively.

(a) (b) (c)

(d) (e) (f)

(g)

Figure 5.3: Detection performances of all detectors in a heterogeneous scenario for

PFA = 10−5; (a) Simulated SAR image, (b) Corresponding GT image, (c) LMM-CFAR

detector, (d) SDM-CFAR detector (e) LNTS-CFAR detector with γ = 1, (f) BTSR-CFAR

detector with t1 = 2 and γ = 0.7, (g) MAD-CFAR detector. The red circles denote missing

targets.
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5.4.2 Real SAR Images

In addition to the simulated SAR image, as shown in Figs. 5.4a–c, the performances of

the MAD-CFAR detector are also assessed through three real images; two produced by the

TerraSAR-X, and one by the Sentinel-1. It is worth noting that the real SAR images are

embedded in a log-normal background with only densely-distributed ship targets. Recall

that the images of Figs. 5.4a–b have been acquired by the StripMap mode, respectively, on

September 14, 2014, over China (Longitude E119 and Latitude N37), and on January 22,

2019, over The Netherlands (Longitude E006 and Latitude N53). The image of Fig. 5.4c

has been acquired by the Interferometric Wide mode on September 20, 2022, over China

(Longitude E116 and Latitude N23) [86, 87].

In order to validate the proposed method, the observed detection metrics, namely the

Detection Rate (DR) or PD and FAR or PFA are introduced to evaluate quantitatively the

detectors performances through the following expressions

In order to further validate the proposed method, the observed detection metrics, namely

the DR (Detection Rate) and FAR are introduced to evaluate quantitatively the detectors

performances through the following expressions

DR =
NDT

NGT
100% (5.6)

where NTD is the number of total true detections in either simulated or real SAR image and

NGT is the number of target pixels in their corresponding GT images,

(a) (b) (c)

Figure 5.4: Real SAR images. (a) 571× 575 TerraSAR-X SAR image, (b) 1678× 2598

TerraSAR-X SAR image, (c) 1037× 1612 Sentinel-1 image.
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and

FAR =
NFA

mn−NGT
(5.7)

Table 5.1: DR metric of all detectors for the simulated and real SAR images (Bold numbers

designate the results of the MAD-CFAR detector).

Detector LMM-CFAR SDM-CFAR LNTS-CFAR BTSR-CFAR MAD-CFAR

Simulated SAR image
(Fig. 5.3a) 22.79% 18.49% 73.55% 75.80% 96.04%

CPU time (Sec) 63.48 3.21 6.55 21.04 16.65

Real SAR image
(Fig. 5.4a) 34.93% 82.54% 88.83% 93.33% 99.91%

CPU time (Sec) 25.10 1.15 2.19 5.86 4.86

Real SAR image
(Fig. 5.4b) 17.73% 51.60% 72.31% 73.35% 88.62%

CPU time (Sec) 265.71 14.42 30.09 80.733 67.37

Real SAR image
(Fig. 5.4c) 50.32% 84.26% 84.69% 87.82% 96.87%

CPU time (Sec) 104.26 5.53 11.70 30.86 24.27

where NFA is the number of false alarms, m and n the dimensions of either the simulated

or the real SAR image. Note that, due to a lack of space, neither the corresponding GT

images of the three real images of Figs. 5.4a–c, nor the outcome images of all detectors are

shown here. Instead, Tables 5.1 and 5.2 summarize, respectively, the DR and the CPU time,

and the experimental FAR of all detectors yielded from both the simulated and the real SAR

images. By CPU time, we merely intend to estimate and compare the consumption time of

all detectors via the ”tic-toc” Matlab built-in function, i.e., the time between the start and

the completion of a given detector’s routine. It should be noted that we perform multilooking

on Figs. 5.4a–c by averaging non-overlapping pixel blocks of size 2×2, to alleviate the spatial

dependence and increase the SCR.

Inspection of Table 5.1 (rows 1-2), for the simulated SAR image of Fig. 5.3a, re-

veals that due to the presence of high-intensity outliers of the interfering ship target pixels,

land/breakwater and spilled-oil in the local reference window, the MAD-CFAR detector, and

to a lesser degree, the BTSR-CFAR and the LNTS-CFAR detectors are robust. That is, their

respective scores indicate only few missing pixels, i.e., 102, 624 and 682. On the other hand,
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Table 5.2: Experimental PFA or FAR metric of all detectors for the simulated and real SAR

images (Bold numbers designate the results of the MAD-CFAR detector).

Detector LMM-CFAR SDM-CFAR LNTS-CFAR BTSR-CFAR MAD-CFAR

Simulated SAR image
(Fig. 5.3a) 1.54 10−5 1.15 10−5 21.18 10−5 10.01 10−5 37.37 10−5

Real SAR image
(Fig. 5.4a) 22.3 10−5 26.0 10−5 1.24 10−5 3.72 10−5 39.63 10−5

Real SAR image
(Fig. 5.4b) 3.31 10−5 2.66 10−5 2.57 10−5 2.57 10−5 3.31 10−5

Real SAR image
(Fig. 5.4c) 4.32 10−5 7.44 10−5 3.36 10−5 3.84 10−5 6.72 10−5

the LMM-CFAR and the SDM-CFAR detectors remain the worst of them all, with a lot of

missing pixels, i.e., 1991 and 2102, respectively.

Likewise, for the real SAR images of Figs. 5.4a–c, Table 5.1 (rows 3-8) also shows that

the MAD-CFAR is the only detector that achieves the highest PD, and then comes the BTSR-

CFAR and the LNTS-CFAR detectors with reasonable scores. For its part, the SDM-CFAR

detector seems to catch up more or less with the previous detectors. Finally, the LMM-CFAR

does not show any improvement with respect to the simulated SAR image. Notice that the

BTSR-CFAR detector is the only one that tracks the MAD-CFAR detector in both DRs and

CPU times. The LMM-CFAR detector, however, realizes the lowest scores.

Table 5.2 summarizes the experimental PFA or FAR of all detectors. As stated earlier,

even though the FAR of the MAD-CFAR detector slightly departs from the design PFA for

the simulated SAR image of Fig. 5.3a and the real SAR images of Figs. 5.4a–c, the inferred

values are realistic in real-world applications.

5.5 Conclusion

In this chapter, we analyzed the detection algorithms of the MAD-CFAR detector for a

heterogeneous Log-normal sea clutter without any prior knowledge of the presence or not

of a clutter edge and/or interfering targets in the sliding window. In doing so, we first

showed heuristic MAD thresholding derivation. Then, we validate the CFAR property of

the MAD-CFAR detector through extensive MC simulations. Finally, we have analyzed and

evaluated through simulated and real SAR images the detection performances of the MAD-
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CFAR detector in a log-normal sea clutter when no prior knowledge is made available about

the number of interfering targets and/or any other sea clutter heterogeneities, such as targets,

off-shore oil-spilled sea areas and land. The MAD-CFAR detector makes use of the median

absolute deviation, which is less affected by outliers and easier to implement than the standard

deviation based detector. The MAD-CFAR detector acquires higher detection performances

and a faster CPU processing time than the first challenging BTSR-CFAR detector.
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AMLE Based Automatic Bilateral Censoring CFAR Ship Detec-

tion for Log-Normal Sea Clutter in SAR Imagery

Summary

This chapter constitutes our third contribution to CFAR ship detection in SAR imagery. To

this effect, we the AML-CFAR detector in the presence of complex scenes of log-normal sea

clutter. In order to be confined to a real case of radar detection, i.e., no a priori knowledge of

the homogeneity or heterogeneity of the clutter, we develop the CFCR algorithm suited for

the bilateral censoring of undesirable samples and the CFAR detection of the primary targets.

That is, resorting to linear biparametric adaptive thresholds for both censoring and detection

algorithms, we introduce a logarithmic amplifier to get a transformed Gaussian distribution.

Assuming a homogeneous middle half ranked sub-SRW, we first compute the lower and upper

censoring thresholds through the closed form solutions of the AML estimates of the unknown

mean and standard deviation parameters. Then, upon censoring of both ends, we use the

remaining set of data to estimate the unknown distribution parameters through the AMLs to

yield the detection threshold. Base on the accuracy of the AMLs of the clutter parameters,

we show, through MC simulations, the robustness of the AML-CFAR detector.

89
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6.1 Introduction

The empirical distributions have no sound deduction in theory. They come from the expe-

rience of analyzing real data. Several empirical models have been used to characterize the

statistics of SAR amplitude or intensity data, such as Weibull, log-normal, and K distribu-

tions, Table 3.1. Among the goals expected by researchers in the field of radar detection, we

find the design of robust CFAR detectors in a Gaussian or non-Gaussian clutter, homoge-

neous or heterogeneous, i.e., presence of a clutter edge and/or interference in the reference

window, correlated or uncorrelated [88]. In the case of a non-Gaussian clutter, some works

have been able to solve independently the problem of the automatic localization of a clutter

edge and that of the interfering targets [89, 90]. Nevertheless, in some real-life situations,

we have to detect targets when these two clutter heterogeneities are concomitant. We note

that the detection of ship targets embedded in a non-Gaussian and heterogeneous clutter

becomes complex because of the inability of existing detectors to jointly localize the clutter

edge and the interferences both present in the reference window. Moreover, since the clut-

ter is non-stationary, with the exception of the non-parametric WH-CFAR detector [66], all

other detectors [89, 90] require real-time estimation of the parameters of the distribution that

models the clutter. Therefore, the quality of CFAR detection depends on several important

factors, including the choice of the estimators and the choice of automatic censoring and

detection algorithms [88]. It is in this perspective that we intend to propose and analyze the

performances of the AML-CFAR detector. It is a detector dedicated to improving the perfor-

mance of the detection of primary ship targets embedded in a Log-normal clutter. Therefore,

to perform ship target detection, we first resort to a CFCR algorithm by assuming a homoge-

neous middle half ranked sub-SRW and compute the lower and upper censoring thresholds,

which guarantees an accurate rejection of an a priori unknown number of outliers. Then,

based on a CFAR algorithm, we estimate the detection threshold. In doing this, instead of

using the MLEs of a censored normal distribution, which need quite complex and inefficient

iterative numerical calculations [84], here we make use of the AML estimators to generate

closed-form expressions of the mean and standard deviation parameters. Note that the AML

estimators have been shown to be valuable in statistical theory [91, 92].

The rest of this chapter is organized as follows. In Section 2, we first introduce and

discuss the general flowchart of the AML-CFAR ship detector. We then introduce the joint

ordered statistics PDF to yield the likelihood equations of the mean and standard deviation
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Figure 6.1: General flowchart of the proposed AML-CFAR detector.

of the log-normal distribution in the log intensity domain. We finally determine the bilateral

CFCR thresholds and the CFAR threshold through the AMLEs of their respective means

and standard deviations, and summarize the main steps of the AML-CFAR ship detector. In

Section 3, first, we assess the AMLEs performances of the mean and standard deviation of the

transformed Gaussian distribution in terms of the upper and lower PFC (Probabilities of False

Censoring). Then, we show the CFAR property of the AML-CFAR detector and compare,

via a series of experiments conducted on simulated and real SAR images, the detection and

PFA regulation of the proposed detector to the prevailing detectors in the radar literature.

Finally, in Section 4, we summarize the contribution of this work and conclude the paper.

6.2 Proposed AML-CFAR Detector

Fig. 6.1 summarizes the detection process of the proposed AML-CFAR detector. First, rank

in ascending order the pixels within the SRW. Next, consider the assumption that a fixed

portion of the clutter is uncontaminated by outliers. Then, estimate the initial parameters

of the clutter using the AMLEs to censor out outliers. Here, the selected outlier-free portion

runs from the (N/4 + 1)th pixel to the (3N/4)th pixel. That is, 25% of the upper pixels and

25% of the lower pixels are assumed to be contaminated by outliers. Based on the initially

estimated parameters, the lower threshold T1 and the upper threshold T2 are determined

according to the desired PFC1 and PFC2 , respectively. Then, the pixels in the SRW are

automatically censored using T1 and T2 in such a way that outliers like interfering ship

target pixels, ghosts, side-lobes, breakwaterd, spilled oil, etc. are removed. Next, using the

AMLE again, the final parameters are estimated via the remaining clutter pixels. Only then,

the scale factor is determined according to the desired PFA, and the detection threshold T

computed, to be compared to the PUT, according to the following hypothesis test
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PUT

H1

>

<

H0

T (6.1)

where H0 designates the null hypothesis and H1 the alternative hypothesis. The process is

repeated until all pixels of the input image are depleted.

Let X = {X(ki)}Ni=1 be the rank ordered clutter pixels within the SRW, i.e., X(k1) ≤

X(k2) ≤ · · · ≤ X(kN ), K = {ki}Ni=1 their corresponding order, and X(ki) the ki
th ordered statis-

tic of the RV (Random Variable) X whose PDF and CDF are fX(x) and FX(x), respectively.

It is well known that the presence of outliers within the reference window can drastically

degrade the performance of a CFAR detector. In fact, as the outliers affect the distribution

parameters estimates, CFAR detectors require an outlier-free reference window. To this effect,

we introduce the joint distribution of the ordered statistics X, which enables censoring at

both ends using a general formula suited for all distributions [93].

Suppose that after having removed all outliers, the remaining clutter pixels become

X = {X(ki)}Mi=1 where M = N − r1 − r2. Their corresponding order are K = {ki}N−r2i=r1+1

where r1 and r2 = 0, 1, 2, . . . are the numbers of removed outliers with lower and higher

intensities, respectively. Thus, in order to estimate the parameter θ from the remaining pixels

X ∈ RM and their corresponding order K ∈ NM , we need to know the conditional joint PDF

pX(k1)
,X(k2)

,··· ,X(kM )|Θ(x(k1), x(k2), · · · , x(kM ) | θ) of the ordered statistics, which is shown to

be [93]

pX|K,Θ,N (x | K, θ,N) = ηFX(k1)
|Θ(x(k1) | θ)k1−1(1−FX(kM )|Θ(x(kM ) | θ))N−kM

M∏
i=1

fX(ki)
|Θ(x(ki) | θ)

(6.2)

where η is a normalization constant given by

η =
N !

(k1 − 1)!(N − kM )!
(6.3)

Note that the conditional joint PDF of Eq. (6.2) is parameterized by θ, which needs to be

estimated. The likelihood function is defined as

L(θ) = pX|K,Θ,N (x | K, θ,N) (6.4)

The estimate θ̂ that maximizes the likelihood function is computed through the MLE of θ.

Because the logarithm is a monotonically increasing function, maximizing L(θ) is equivalent
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to maximizing lnL(θ), ln designate the natural logarithm. Hence, it can be shown that a

necessary but not sufficient condition to obtain the ML estimate θ̂ is to solve the following

log-likelihood equation
∂ lnL(θ)

∂θ
= 0 (6.5)

Recall that the PDFs of the sea clutter intensity and its transformed log-intensity

(X(ki) = lnY(ki)) obey, respectively, the log-normal and normal distributions as [94]

fY(ki)(y(ki)) =
1√

2πσy(ki)

exp

(
−

(ln(y(ki))− µ)2

2σ2

)
(6.6)

fX(ki)
(x(ki)) =

1√
2πσ

exp

(
−

(x(ki) − µ)2

2σ2

)
(6.7)

On the other hand, the CDF of Eq. (6.7) is given by [58]

FX(ki)
(x(ki)) =

1

2

[
1 + erf

(
x(ki) − µ
σ
√

2

)]
= Φ

(
x(ki) − µ

σ

)
(6.8)

where y(ki) ∈ R>0, x(ki) ∈ R, for i = 1, 2, ...,M , µ ∈ R, σ ∈ R>0, erf(.) is the error function

and Φ(x) = 1/
√

2π
∫ x
−∞ exp

(
−t2/2

)
dt.

Now, inserting Eqs. (6.7) and (6.8) into Eq. (6.4) or Eq. (6.2), yields the likelihood function

as

L(µ, σ) = Φ

(
x(k1) − µ

σ

)k1−1(
1− Φ

(
x(kM ) − µ

σ

))N−kM ( 1

σ

)M M∏
i=1

exp

(
−

(x(ki) − µ)2

2σ2

)
(6.9)

Taking the logarithm of both sides of Eq. (6.9), we get the log-likelihood function as

lnL(µ, σ) = (k1 − 1) ln Φ

(
x(k1) − µ

σ

)
+(N − kM ) ln

(
1− Φ

(
x(kM ) − µ

σ

))
−M lnσ−1

2

M∑
i=1

(
x(ki) − µ

σ

)2

(6.10)

Finally, maximizing Eq. (6.10) through Eq. (6.5) with respect to µ and σ, respectively, we

get the following likelihood equations [92]

∂ lnL(µ, σ)

∂µ
= − 1

σ

(
(k1 − 1)

φ(ξk1)

Φ(ξk1)
− (N − kM )

φ(ξkM )

Φ̄(ξkM )
−

M∑
i=1

ξki

)
= 0 (6.11)

and

∂ lnL(µ, σ)

∂σ
= − 1

σ

(
M + (k1 − 1)ξk1

φ(ξk1)

Φ(ξk1)
− (N − kM )ξkM

φ(ξkM )

Φ̄(ξkM )
−

M∑
i=1

ξ2
ki

)
= 0 (6.12)

where ξki = (X(ki) − µ)/σ, i = 1, 2, ...,M . φ(.), Φ(.) and Φ̄(.) are, respectively, the PDF, the

CDF and the CCDF (Complementary CDF) of the standard normal distribution. It is clear
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that the likelihood Eqs. (6.11) and (6.12) do not have a closed form except for M = N . Some

numerical techniques to solve the simultaneous equations may be used, but these methods

take quite a long time. Therefore, we consider a simple method to derive explicit forms of

the AMLEs µ̂ and σ̂ of µ and σ with no iterations involved. This is the object of the next

subsection.

6.2.1 Approximate Maximum Likelihood Estimators

As the MLEs of the censored normal distribution parameters do not have explicit forms, they

should be solved in an iterative way. Here, we propose a simple method to derive closed-form

expressions of the AMLEs with no iterations, by expanding the nonlinear parts of the likeli-

hood Eqs. (6.11) and (6.12) in Taylor series around some suitable points. The approximation

method was first developed in [91] to find the AMLE of the scalar parameter in the Rayleigh

distribution with left and right censoring. To do this, let the ordered pixel-associated proba-

bility be pki = ki/(N + 1) and its complement qki = 1− pki for i = 1, 2, ...,M . The idea is to

expand the functions φ(ξk1)/Φ(ξk1) and φ(ξkM )/Φ̄(ξkM ) of Eqs. (6.11) and (6.12) in Taylor

series around the points ϑk1 = Φ−1(pk1) and ϑkM = Φ−1(pkM ), respectively. We may then

approximate them by [92]
φ(ξk1)

Φ(ξk1)
≈ α− βξk1 (6.13)

and
φ(ξkM )

Φ̄(ξkM )
≈ γ + δξkM (6.14)

where

α =
φ(ϑk1)

(
1 + ϑ2

k1
+ ϑk1

φ(ϑk1 )

pk1

)
pk1

(6.15)

β =
φ(ϑk1) (φ(ϑk1) + pk1ϑk1)

p2
k1

(6.16)

γ =
φ(ϑkM )

(
1 + ϑ2

kM
− ϑkM

φ(ϑkM )

qkM

)
qkM

(6.17)

and

δ =
φ(ϑkM ) (φ(ϑkM )− qkMϑkM )

q2
kM

(6.18)

Substituting φ(ξk1)/Φ(ξk1) and φ(ξkM )/Φ̄(ξkM ), with their respective approximate expressions

of Eqs. (6.13) and (6.14), in Eqs. (6.11) and (6.12), we get the following approximate
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likelihood equations

∂ lnL(µ, σ)

∂µ
≈ − 1

σ

(
(k1 − 1)(α− βξk1)− (N − kM )(γ + δξkM )−

kM∑
i=k1

ξi

)
= 0 (6.19)

and

∂L(µ, σ)

∂σ
≈ − 1

σ

(
M + (k1 − 1)ξk1(α− βξk1)−(N − kM )ξkM (γ + δξkM )−

kM∑
i=k1

ξ2
i

)
= 0 (6.20)

Solving Eq. (6.19) for µ, we obtain the AMLE µ̂ of µ as

µ̂ = B − σ̂C (6.21)

where

B =

(
(k1 − 1)βX(k1) + (N − kM )δX(kM ) +

∑kM
i=k1

X(i)

)
m

(6.22)

C =
(k1 − 1)α− (N − kM )γ

m
(6.23)

and

m = M + (k1 − 1)β + (N − kM )δ (6.24)

Substituting Eq. (6.21) into Eq. (6.20), and solving the quadratic equation, we obtain the

AMLE σ̂ of σ as

σ̂ =
−D + (D2 + 4AE)

1
2

2M
(6.25)

where

D = (k1 − 1)αX(k1) − (N − kM )γX(kM ) −mBC (6.26)

and

E = (k1 − 1)βX2
(k1) + (N − kM )δX2

(kM ) +

kM∑
i=k1

X2
(i) −mB

2 (6.27)

Note that, solving Eq. (6.20) leads to a quadratic equation in σ, which has two roots.

However, one of them drops out since β > 0 and δ > 0 and, hence E > 0.

6.2.2 Bilateral CFCR Thresholds

Due to its simple computational model and controlled FAR, the CFAR detection approach is

a popular framework used in many methods for ship detection in SAR images. Here, based

on the statistical difference between the PUT reflectivity and its surrounding background,

we use an SRW with no guard region in order to determine whether or not is a target at
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Clutter Pixels PUT

Text

Figure 6.2: SRW of the AML-CFAR detector.

each pixel of the image. Fig. 6.2. shows the adopted SRW. All pixels including the PUT are

of size 1 × 1 each, and the clutter region size should be large enough to estimate the local

clutter statistics accurately [95].

Given the drawbacks of the conventional CFAR detectors, the AML-CFAR detector

attempts to improve the detection performance of complex sea scenes contaminated by out-

liers. Outliers are data points that distinguish themselves from the main group of the data

by their extreme values. It is worth noting that we used the word outlier to indicate both

low and high returns from such a natural sea surface, formed by constructive interference

between oceanic scatterers, harbor areas, urban areas, and oil spills. Inspired by the CFAR

detection methodology, Fig. 6.3 shows how the AML-CFAR detector mitigates the influence

of the outliers on the parameters estimation of the clutter distribution within the SRW. The

desired PFC1 and PFC2 would be readily achieved by setting the adaptive threshold T1 and

T2 such that

PFC1 = Pr {X < T1 | Hh}

PFC2 = Pr {X > T2 | Hh}
(6.28)

where Hh designates homogeneous background, and T1 and T2 the (PFC1) and (1 − PFC2)

quantiles of the distribution of X, respectively. That is

T1 = F−1
X (PFC1)

T2 = F−1
X (1− PFC2)

(6.29)

where F−1
X (.) is the ICDF of X. For a normally distributed clutter, the thresholds can be
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Figure 6.3: Probability density curves of the outlier-free clutter and high/low-intensity

outliers, showing the lower and upper probabilities of false censoring.

expressed as

T1 = µ̂C + αT1 σ̂C

T2 = µ̂C + αT2 σ̂C

(6.30)

where µ̂C and σ̂C are the AMLEs of µC and σC, respectively, with

αT1 = Φ−1(PFC1)

αT2 = Φ−1(1− PFC2)
(6.31)

where Φ−1(.) is the ICDF of the standard normal distribution.

6.2.3 CFAR Detection Threshold

One of the earliest forms of the CFAR detection approach is the CA-CFAR detector [43].

This latter relies on a simple averaging over the N pixels in the clutter region to estimate

the detection threshold. However, this detector performs poorly in heavy-tailed background

clutter, which is the case for SAR images. What has instead become more common is the

use of statistical distribution models for the sea clutter [41]. We assume that, if the clutter

alone is present in the SRW (H0 hypothesis), then the RV X has a PDF with parameters Θ.

In this case, the desired PFA would be readily achieved by setting an adaptive threshold T

such that

PFA = Pr {X > T | H0} (6.32)
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where T is the (1− PFA) quantile of the distribution of X. That is

T = F−1
X (1− PFA) (6.33)

For a normally distributed clutter, the thresholds can be expressed as

T = µ̂D + αT σ̂D (6.34)

where µ̂D and σ̂D are, respectively, the AMLEs of µD and σD, with

αT = Φ−1(1− PFA) (6.35)

According to the above, the AML-CFAR ship detector can be summarized through the fol-

lowing steps

• Step 1: System Setup

1. Define the appropriate clutter region size of the SRW.

2. Set the desired PFC1 and PFC2 .

3. Set the desired PFA.

• Step 2: Preprocessing

1. If the SAR image is single look, perform spatial multilook processing by combining

(averaging) nonoverlapping image blocks in the intensity domain; otherwise, skip

this step.

2. Transform the SAR intensity data into the log-intensity domain.

• Step 3: Automatic Adaptive Censoring and Detection

1. Rank in an ascending order the pixels within the SRW.

2. Use the pixels lying in the interval ]N/4, 3N/4] to estimate the initial parameters

µC and σC through Eqs. (6.21) and (6.25), respectively, and compute the censoring

thresholds T1 and T2 and their corresponding scale factors through Eqs. (6.30)

and (6.31), respectively.

3. Check if the pixels intensities are lower than T1 or greater than T2. If so, the

pixels are censored.

4. Use the remaining pixels to estimate the parameters µD and σD through Eqs (6.21)

and (6.25), respectively.
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5. Label the PUT as a target if the detection threshold given by Eq. (6.34) satisfies

Eq. (6.1) for the H1 hypothesis.

6. Move the SRW by one pixel along the image.

7. Repeat the process from Step 3 until all pixels are depleted.

8. Output the output image and detection results.

6.3 Analysis of the proposed AML-CFAR Detector

6.3.1 Evaluation of the AMLE

As accurate modeling of the statistical SAR image reflectivity distribution plays a significant

role in CFAR ship detection, we propose to compare, through MC (Monte Carlo) simulations,

both estimation accuracy and detection performances of the AML-CFAR and two MLE based

CFAR detectors; namely, the LNTS-CFAR and BTSR-CFAR detectors.

Specifically, for a homogenous and a heterogeneous backgrounds, respectively, we want to

evaluate the parameters estimation accuracy involved in the proposed AML-CFAR detector,

through a comparison to those used in the LNTS-CFAR and BTSR-CFAR detectors; in

regards to the benchmark of the estimators, namely the uncensored MLE [5]. In doing this,

we resort to a simulated log-normal sea clutter data. The truncation depth of the LNTS-

CFAR detector is set to t1 = 1, while the BTSR-CFAR detector lower truncation depth is

set to t1 = 2, along with an adaptive upper trimming depth set to γ = 0.7. The log-normal

sea clutter distribution parameters are set to µ = 1.2 and σ = 0.2. For each iteration (the

number of iterations NI = 5000), the SRW size N = 41×41. For comparison purposes, based

on a prospection of the structure of several performance metrics reported in the literature,

we suggest the use of the RRMSE (Relative Root Mean Square Error) metric. It is defined

as [84]

RRMSEµ =

(
1

NI

NI∑
i=1

(µ̂i − µ)

µ

) 1
2

(6.36)

RRMSEσ =

(
1

NI

NI∑
i=1

(σ̂i − σ)

σ

) 1
2

(6.37)

where µ̂i, σ̂i are, respectively, the estimated values of µ and σ at the ith iteration.
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For a homogeneous clutter, Fig. 6.4 shows the plots of the RRMSEs of µ and σ corre-

sponding to each of the estimators-based detectors versus PFC1 and PFC2 . For PFC1 = PFC2 =

10-3 10-2 10-1
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Figure 6.4: Parameter estimation errors of the LNTS-CFAR, BTSR-CFAR, AML-CFAR

detectors and the MLE against PFC1 and PFC2 for a homogeneous log-normal sea clutter;

(a) RRMSE of the mean µ (b) RRMSE of the standard deviation σ.
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Figure 6.5: Parameter estimation errors of the LNTS-CFAR, BTSR-CFAR, AML-CFAR

detectors and the MLE against PFC1 and PFC2 for a heterogeneous log-normal sea clutter,

for PFC1 = PFC2 = 10−1; (a) RRMSE of the mean µ (b) RRMSE of the standard deviation

σ.
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10−1, Fig. 6.4a shows that the RRMSE of µ corresponding to the AML-CFAR detector is

nearly equal to that obtained by the uncensored MLE. Although, Fig. 6.4b, the RRMSE

of σ corresponding to the AML-CFAR detector departs from that of that obtained by the

uncensored MLE, it is better than those obtained by the LNTS-CFAR and BTSR-CFAR

detectors. For a heterogeneous sea clutter contaminated with both high and low intensity

outliers, Fig. 6.5 shows the PFC1 and PFC2 parameterized plots of the RRMSEs of µ and σ

corresponding to each of the estimators-based detectors versus the OCR (Outlier Contami-

nation Ratio). The OCR is defined as the fraction of the number of outliers contaminated

data points to the total number of the clutter data points. The intensity values of the high

outliers are uniformly distributed between 1.8 and 2.2 times the maximum value of the sea

clutter data, and so are the low intensity ones but between 0.1 and 0.3 times the minimum

value of the sea clutter data. For PFC1 = PFC2 = 10−1, Fig. 6.5a shows that the RRMSEs of

µ corresponding to the uncensored MLE and LNTS-CFAR detectors are greatly affected by

the presence of the outliers. This is due to the fact that the latter is only suited for upper cen-

soring and the former for a homogeneous clutter. However, the RRMSE of the BTSR-CFAR

detector overlaps that of the AML-CFAR detector up to OCR ≈ 10%. It is worth noting

that the RRMSE curve of the proposed AMLE does not deviate much (RRMSE ≈ −26dB

up to OCR ≈ 40%) from that obtained for the homogeneous case. Finally, Fig. 6.5b shows

that the RRMSE curve of σ corresponding to the AML-CFAR detector, greatly departs from

that of the homogeneous case, but remains better than those obtained by the LNTS-CFAR

and BTSR-CFAR detectors.

CFAR property

Always for a log-normal sea clutter, we investigate the CFAR property of the AML-CFAR

detector along with the LN-CFAR, LMM-CFAR, LNTS-CFAR and BTSR-CFAR detectors.

In the lack of analytic expressions of the PFA, recent studies show that if the derived detector

satisfies some conditions, then it can be said to have the CFAR property [71]. Here, as shown

in Fig. 6.6, we focus on the invariance of the experimental PFA versus the design PFA when

either µ or σ varies. The basic simulation scenario is a 1024×1024 image, contaminated by a

log-normal clutter and an SRW having the same characteristics as above. Note that, as stated

in [42, 83, 84], we choose three log-normal components for the LMM-CFAR detector. The

remaining detectors are set as before. In Fig. 6.6a, we consider µ = 0.2, 1.2 and 3 and σ = 0.2.

This figure clearly shows that there is a complete overlap between all curves regardless of

the values of the design PFA and µ. As a result, all detectors are CFAR with respect to the
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design PFA and µ. In Fig. 6.6b, we consider σ = 0.2, 1.2 and 3 and µ = 1.2. Here, the curves

clearly show that, the most accurate fits to the design PFA are achieved by the AML-CFAR,

LMM-CFAR, LNTS-CFAR and LN-CFAR detectors. However, performance degradation is

observed for the BTSR-CFAR detector, since it is based on the VI (Variability Index), which

is not suited when the clutter gets spiker, i.e., σ > 1. Consequently, the AML-CFAR detector

is CFAR irrespective of µ and σ.

6.3.2 Experimental Results with Simulated SAR Images

Now we should evaluate qualitatively and quantitatively the detection performances of the

proposed detector versus the detectors cited above on simulated SAR images. Before pro-

ceeding any further, let us introduce the expressions of the PD and PFA, as

PD =
NTD

NGT
(6.38)

where NTD is the number of true detections in the SAR image and NGT the number of target

pixels within its corresponding GT image,

and

PFA =
NFA

mn−NGT
(6.39)

where NFA is the number of false alarms, and m and n the dimensions of the SAR image.

It is worth noting that the MC simulations were carried on a Laptop powered by an

Intel Core 7 CPU, with a speed of up to 2.8 GHz and a RAM of 16 GB. Fig. 6.7 shows

the two simulated SAR images each of size 512 × 512 pixels which are used to evaluate the

performances of the AML-CFAR detector in complex sea scenarios. Fig. 6.7a represents

a multiple target scenario for which the simulated sea clutter is characterized by the log-

normal distribution with µSea = 3 and σSea = 0.2. The image contains 37 ship targets,

their intensity values are Weibull distributed with shape and scale parameters αTarget = 6

and βTarget = 124.40, respectively. The SCR (Signal to Clutter Ratio) has been evaluated

through Eq. (6.40) to be SCR = 15dB. They are densely clustered in the center of the image.

Similarly, for the same characteristics as for the previous image, Fig. 6.7b includes the densely

distributed ship target areas and breakwaters as marked by the red solid ellipse, a few ships,

and the ship-oil-mixed area marked by the red solid rectangle. The intensity values of the ship

targets are also Weibull distributed with αTarget = 6 and βTarget = 124.40 (SCR = 15 dB).

The land/breakwater and the spilled-oil pixels are log-normal distributed with σLand = 0.3
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Figure 6.6: Experimental PFA versus design PFA; (a) µ as a parameter (b) σ as a parameter.

and µLand = 4.10, and σOil = 0.1 and µOil = 1.87, respectively. Their respective CCRs

(Clutter to Clutter Ratio) have been evaluated through Eq. (6.41) to be CCR = 10dB and

-10dB.

SCR =
E
[
S2

Target

]
E
[
Y 2

Sea | H0

] =
α2

TargetΓ(1 + 2
βTarget

)

exp(2µSea + 2σ2
Sea)

(6.40)
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CCR =
E
[
Y 2

Land/Oil | H0

]
E
[
Y 2

Sea | H0

] =
exp(2µLand/Oil + 2σ2

Land/Oil)

exp(2µSea + 2σ2
Sea)

(6.41)

Figs. 6.8c–g. show the detection results of the proposed detector versus the detectors

cited above, for PFA = 10−5. Note that we have to add a 21 × 21 guard region to the LN-

CFAR and LMM-CFAR detectors. For a simulated multiple target scenario, i.e., sea and

ships of Fig. 6.7a, Fig. 6.8 shows that the LN-CFAR and LMM-CFAR detectors are useless

due to the lack of censoring mechanisms, the BTSR-CFAR misses some targets, while the

LNTS-CFAR and the AML-CFAR detectors identify all ship targets.

The detection performance of the AML-CFAR detector is further verified through the

simulated heterogeneous scenario, i.e., sea, ships, breakwater and ship-oil-mixed area of Fig.

6.7b. Figs. 6.9c–g show the outcome images of all detectors. In contrast to the previous sce-

nario, here, while the proposed detector identifies all ship targets; according to their respective

performances, the LN-CFAR, LMM-CFAR, LNTS-CFAR and BTSR-CFAR detectors, miss

more or less targets (red circles).

Table 6.1 summarizes the PD, PFA and CPU time of all outcome images of Figs. 6.8c–g

and Figs. 6.9c–g. To quantify the PD and PFA of all detectors, we resort to the images of

Figs. 6.7a and b and their corresponding GT images shown in Figs. 6.8b and 6.9b. By CPU

time, we merely intend to estimate and compare the consumption time of all detectors via

(a) (b)

Figure 6.7: Simulated SAR images, (a) Multiple target scenario and (b) Heterogeneous

scenario.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 6.8: Qualitative detection performances of all detectors for a simulated multiple

target scenario; (a) Simulated SAR image, (b) Corresponding GT image, (c) LN-CFAR

detector, (d) LMM-CFAR detector, (e) LNTS-CFAR detector, (f) BTSR-CFAR detector

and (g) AML-CFAR detector (Red circles designate missing targets).

the ”tic-toc” Matlab built-in function, i.e., the time between the start and the completion

of a given detector’s routine. Inspection of this table shows that, the AML-CFAR is the

only detector which achieves PD > 0.9 and realistic scores in terms of PFA = 1.53× 10−5 and

109.67× 10−5 and CPU time = 16.74 s and 15.71 s for both simulated scenarios of Fig. 6.7.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 6.9: Qualitative detection performances of all detectors for a simulated

heterogeneous scenario; (a) Simulated SAR image, (b) Corresponding GT image, (c)

LN-CFAR detector, (d) LMM-CFAR detector, (e) LNTS-CFAR detector, (f) BTSR-CFAR

detector and (g) AML-CFAR detector (Red circles designate missing targets).

Then comes the BTSR-CFAR detector with PD = 0.79 and 0.77 and also reasonable scores in

terms of PFA = 1.53× 10−5 and 96.15×10−5 and CPU time = 18.57 s and 18.23 s. The good

performances of both detectors are owed not only to their respective parameter estimators

and detection thresholds but also to their bilateral censoring strategies. Note though the
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Table 6.1: CFAR Detection metrics of the detectors outcome images of Figs. 6.8 and 6.9

(Results of the proposed detector in bold).

Image Detector NTD/NGT PD PFA × 10−5 CPU time (s)

Fig. 6.8 / Fig. 6.9

LN-CFAR
14/1037

2144/3196

0.01

0.67

0.76

12.35

2.77

2.87

LMM-CFAR
0/1037

509/3196

0

0.15

0.76

3.08

62.07

196.06

LNTS-CFAR
1022/1037

2479/3196

0.98

0.77

0.76

88.43

6.39

6.07

BTSR-CFAR
823/1037

2492/3196

0.79

0.77

1.53

96.15

18.57

18.23

AML-CFAR
1004/1037

3085/3196

0.96

0.96

1.53

109.67

16.74

15.71

ascendancy of the AML-CFAR detector over the BTSR-CFAR detector in the heterogeneous

scenario which is due to its effective bilateral censoring. For its part, the LNTS-CFAR detec-

tor achieves PD = 0.98 and 0.77, PFA = 0.76× 10−5 and 88.43× 10−5 and CPU time = 6.39 s

and 6.07 s. Although the performances of this detector are very challenging in the multiple

target scenario, they are impacted by its one-side censoring when other heterogeneities are

present in the SRW. Finally, the LMM-CFAR and LN-CFAR detectors seem to be inoperative

for these examples of simulated SAR images.

According to the radar literature, the ROC curve is an interesting binary classifier to

assess the performances of a detector. Figs. 6.10a–b shows the curves of PD versus PFA, i.e.,

ROC curves of all detectors for the simulated SAR image of Figs. 6.7a–b. Unfortunately,

as show in Fig. 6.10a, the LNTS-CFAR detector outperforms all detectors and particularly

the AML-CFAR detector. Although not shown, the AML-CFAR detector has similar perfor-

mances as the LNTS-CFAR detector for SCR ≥ 20dB. In contrary, Fig. 6.10b shows that the

AML-CFAR detector outperforms all detectors. Here also, although not shown, this remains

true for all values of SCR.
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Figure 6.10: ROC curves of all detectors for the simulated SAR images of Figs. 6.7a–b.

6.3.3 Experimental Results with Real SAR images

In addition to the simulated SAR images, the performance of the proposed AML-CFAR

detector is also assessed on the three real SAR images of Figs. 6.11a–c. Fig. 6.11a has been
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(a) (b) (c)

Figure 6.11: Real SAR images. (a) 571× 575 TerraSAR-X SAR image, (b) 1000× 1000

ALOS-2 SAR image, (c) 1037× 1612 Sentinel-1 image.

Table 6.2: CFAR Detection metrics of the detectors outcome images of Figs. 6.12, 6.13 and

6.14 (Results of the proposed detector in bold).

Image Detector NTD/NGT PD PFA × 10−5 CPU time (s)

Fig. 6.12 / Fig. 6.13 / Fig. 6.14

LN-CFAR

879/1065

576/716

782/928

0.82

0.80

0.84

26.00

2.82

7.44

1.15

3.41

5.53

LMM-CFAR

370/1065

143/716

460/928

0.34

0.19

0.49

21.10

2.82

4.08

25.10

69.62

104.26

LNTS-CFAR

946/1065

589/716

786/928

0.88

0.82

0.84

1.24

1.21

3.36

2.19

6.81

11.70

BTSR-CFAR

994/1065

640/716

815/928

0.93

0.89

0.87

3.72

1.61

3.84

5.86

18.50

30.86

AML-CFAR

1063/1065

690/716

883/928

0.99

0.95

0.96

16.10

2.01

6.72

4.93

15.79

26.00

produced by the TerraSAR-X [86], Fig. 6.11b by ALOS-2 [96] and Fig. 6.11c by the Sentinel-

1 [87]. Recall that these images have been acquired, respectively, by the StripMap mode, on

September 14, 2014, over China (Longitude E119 and Latitude N37), the StripMap mode,
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 6.12: Qualitative detection performances of all detectors for a real ship densely

distributed area scenario; (a) Real SAR image, (b) Corresponding GT image, (c) LN-CFAR

detector, (d) LMM-CFAR detector, (e) LNTS-CFAR detector, (f) BTSR-CFAR detector

and (g) AML-CFAR detector (Red circles designate missing targets).

on March 5, 2015, over Denmark (Longitude E12 and Latitude N55) and the Interferometric

Wide mode on September 20, 2022, over China (Longitude E116 and Latitude N23).

To alleviate the spatial dependence and increase the SCR, we start by averaging non-

overlapping 2×2 pixel blocks (multilooking) on the real SAR images of Figs. 6.11a–c, resulting
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in 285× 287, 500× 500, 518× 806 SAR images, respectively. Note that here also, we have to

add a 21 × 21 guard region to the LN-CFAR and LMM-CFAR detectors. As expected, the

proposed AML-CFAR detector and, to a lesser degree, the BTSR-CFAR, LNTS-CFAR and

LN-CFAR detectors are robust as they produce images with all ship targets with only some

(a) (b) (c)

(d) (e) (f)

(g)

Figure 6.13: Qualitative detection performances of all detectors for a real ship densely

distributed area scenario; (a) Real SAR image, (b) Corresponding GT image, (c) LN-CFAR

detector, (d) LMM-CFAR detector, (e) LNTS-CFAR detector, (f) BTSR-CFAR detector

and (g) AML-CFAR detector (Red circles designate missing targets).
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missing pixels. However, having missed quite a lot of ship targets, the LMM-CFAR detector

seems to be totally unsuited for the simulated and real SAR images under investigation.

Table 6.2 also summarizes the PD, PFA and CPU time of all outcome images of Figs. 6.12c–g,

Figs. 6.13c–g and Figs. 6.14c–g. Here, to quantify the PD and PFA of all detectors, we re-

(a) (b) (c)

(d) (e) (f)

(g)

Figure 6.14: Qualitative detection performances of all detectors for a real ship densely

distributed area scenario; (a) Real SAR image, (b) Corresponding GT image, (c) LN-CFAR

detector, (d) LMM-CFAR detector, (e) LNTS-CFAR detector, (f) BTSR-CFAR detector

and (g) AML-CFAR detector (Red circles designate missing targets).
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sort to the images of Figs. 6.11a–c and their corresponding GT images shown in Figs. 6.12b,

6.13b and 6.14b. This table shows that the AML-CFAR is the only detector which achieves

PD > 0.9 and realistic scores in terms of redPFA = 16.10×10−5, 2.01× 10−5 and 6.72× 10−5,

and CPU time = 4.93 s, 15.79 s and 26.00 s. Then comes the BTSR-CFAR detector with

PD > 0.85 and reasonable scores in terms of PFA and CPU time. The LNTS-CFAR and LN-
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Figure 6.15: ROC curves of all detectors for the real SAR images of Figs. 6.11a–c.

CFAR detectors also achieve interesting scores in terms of PD > 0.80, PFA and CPU time.

The LN-CFAR detector which does not work for the simulated SAR images, seems to catch

up more or less with the previous detectors in terms PD. Finally, the LMM-CFAR does not

show any improvement with respect to the simulated SAR images.

Dealing always with the case of the real SAR images of Figs. 6.11a–c, Fig. 6.15 shows

the curves of PD versus PFA, i.e., ROC curves, of all detectors. It is clear that the AML-CFAR

detector exhibits the best binary classification.

6.4 Conclusion

In this chapter, we analyzed the censoring and detection algorithms of the AML-CFAR

detector for complex scenes of Log-normal sea clutter in SAR imagery without any prior

knowledge of the presence or not of a clutter edge and/or interfering targets in the sliding

window. In doing this, we first discussed the derivation of the closed-form expressions of

the censored normal distribution parameters using AMLEs and described the automatic

censoring algorithm. Then, we validated the CFAR property of the AML-CFAR detector

through extensive MC simulations. Finally, we analyzed and evaluated, through simulated



Chapter 6 116

and real SAR images, the detection performances of the AML-CFAR detector in a log-normal

sea clutter when no prior knowledge is made available about the number of interfering targets

and/or any other sea clutter heterogeneities, such as targets, off-shore oil-spilled sea areas and

land. For a series of scenarios, we showed, via experimental results, that the proposed CFAR

detector is efficient on both simulated SAR and real SAR images. That is, the AML-CFAR

ship detector acquires a fair PFA regulation, a high detection performance and a fair CPU

processing time with regard to the challenging state-of-the-art detectors, and particularly the

LNTS-CFAR and BTSR-CFAR detectors.

,
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Conclusions and perspectives

Summary

In this last chapter, we recall the essence of this thesis, then we discuss our contributions

including the main results. Lastly, we present potential viewpoints and ideas for further

research work.

117
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7.1 Summary of the main results

Ship detection is considered as one of the most complex problems in remote sensing. The

continuous evolution of radar systems and the diversity of acquisition modes have made this

task very difficult. This is the reason why several scientific works propose methodological

approaches to try to solve this problem. Since the acquisition of radar images, various

researchers have taken advantage of this progress to exploit them in the framework of this

discipline. With the openings on shape recognition and artificial intelligence. Nevertheless,

most of the methods propose recognition processes for a defined application and for a type of

images. Throughout this work, we proposed innovative methods to improve the recognition

process by taking into account not only the accuracy of the methods but also the computation

time. In this context, several advances have been noted through the work presented in

Chapters 4, 5 and 6. The primary goal of this work was to investigate the behavior of some

CFAR detectors, as well as our new suggested ones, in complex scenarios of sea clutter in

SAR images.

Parameter estimation and censoring are both important aspects in CFAR to design or

develop a maritime radar so that it can detect with high accuracy the ship targets and adjust

the false alarm rates in SAR imagery at any time and under all adverse weather conditions.

Parameter estimation refers to the process of estimating the statistical parameters of the

noise in the system, such as its mean and variance. Censoring, on the other hand, refers to

the process of removing or censoring data points that are likely to be associated with the

target signal.

In the first contribution, we considered the QM-CFAR detector in the case of a non-

stationary Weibull clutter with the presence or not of interfering targets, the QM and the MLE

were concomitantly used to allow the proposed detector to perform robustly in multiple target

situations with a priori unknown Weibull parameters. By that means, we first ranked order

the reference samples to select quantile information that shares the same clutter parameters

as the CUT and eliminate any outliers within the data. Then, we resorted to the QM and the

MLE to get the parameters. Finally, we carried out target decision-making. The subsequent

CFAR detection threshold allowed then fixed censoring of the upper end of the reference

window.

In the second contribution, as ship detection in SAR images are influenced mainly by
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the presence of outliers such as high-target-density situations, busy shipping lines, crowded

harbors, lands and oil spills, conventional CFAR detectors suffer PD degradation and/or PFA

increase. We proposed a new robust and fast detector named MAD-CFAR for ship detection

in SAR images embedded in heterogeneous log-normal clutter. As it is well known, the

SDM is a spread of data measure which can be very affected by strong and/or weak outliers

and non-Gaussianity of the background clutter. To alleviate this problem, we recoursed to

the absolute deviation around the median, commonly known as the MAD) measure which

happens to be more resilient to outliers in multiple target situations. Simulations results

showed that compared to the performances of recent CFAR detectors on both simulated and

real SAR images, the MAD-CFAR detector exhibits a good false alarm regulation and a high

detection in a heterogeneous log-normal background.

In the third contribution, we deal with the problem inherent to lower and upper censoring

of unwanted pixels from a rank ordered SRW in SAR images. Assuming complex scenes of log-

normal sea clutter with no a priori knowledge about any kinds of outliers such as interfering

ship targets, harbor areas and oil spills; we proposed and analyzed the automatic bilateral

censoring and detection performances of the AML-CFAR detector. Considering an SRW

with no guard region, the CFCR and CFAR are guaranteed by use of linear biparametric

adaptive thresholds. In doing this, we introduced a logarithmic amplifier and determined

the transformed Gaussian distribution parameters through their respective AMLEs. That is,

assuming a homogeneous middle half ranked sub-SRW, we first computed the lower and upper

censoring thresholds through the closed form solutions of the AML estimates of the unknown

log-mean and log-standard deviation parameters. Then, upon censoring of both ends, we

used the remaining set to estimate the unknown distribution parameters through the same

expressions of the AML estimates. Extensive simulations on both simulated SAR and real

SAR images showed that the AML-CFAR detector performs better than its competing state-

of-the-art detectors.

7.2 Perspectives and Future Work

The elaboration of this work has allowed us to discover many virtues of the detectors based

on the techniques of automatic unilateral and bilateral excisions. The axes to be considered

as perspectives for future work can be summarized as follows
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• For the first contribution that we have considered, namely the QM-CFAR detector,

we may address the problem of automatic target detection in a Weibull clutter and

multiple target situations with the assumption of no prior knowledge of the number of

interfering targets.

• As for the second contribution that we have considered, namely the MAD-CFAR de-

tector, we plan to investigate its performance on other LS distributions, and may also

use the associated statistics as a censoring stage with other estimation methods.

• As CFAR detection in heterogeneous high-resolution sea clutter is still an open problem,

another ultimate opening for future works would be to investigate the performance of

the AML estimators with other censoring approaches, capable of enhancing the overall

performances of the AML-CFAR detector while performing a fair regulation of the

PFA. Further assessment of the effectiveness of the AML-CFAR detector may also be

carried out for other radar target detection applications, such as MIMO (Multiple Input

Multiple Output) radars.

• Finally, we will go one-step further and investigate a deep neural network for the joint

classification and characterization of ships from SAR images as it shows promising

results.
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