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Abstract in English

Fixed point theory has a long history of being used in nonlinear di¤eren-

tial equations, in order to prove existence, uniqueness, or other qualitative

properties of solutions. However, using the contraction mapping principle for

stability and asymptotic stability of solutions is of more recent appearance.

Lyapunov�s direct method has been very e¤ective in establishing stability

results for a wide variety of general nonlinear systems without solving the

systems themselves. Nevertheless, the application of this method to prob-

lems of stability in di¤erential equations with delay has encountered serious

di¢ culties if the delay is unbounded or if the equation has unbounded terms.

Applying Lyapunov techniques can be challenging, and the Banach �xed

point method has been shown to yield less restrictive criteria for stability of

delayed FDEs. The �xed point theory does not only solve the problem on

stability but has a signi�cant advantage over Lyapunov�s direct method. The

conditions of the former are often averages but those of the latter are usually

pointwise. In this Thesis, we will extend a contraction mapping stability

result that gives mean square asymptotic stability of a nonlinear stochastic

di¤erential equations with variables delays.

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

iv



Abstract in English

Keywords: Fixed points theorem; Contraction; Asymptotic stability in

mean square; Neutral stochastic di¤erential equations; Variable delays.
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Abstract in French

La théorie du point �xe a une longue histoire d�utilisation dans les équations

di¤érentielles non linéaires, a�n de prouver l�existence, unicité ou d�autres

propriétés qualitatives des solutions. Cependant, l�utilisation du principe

de contraction pour la stabilité et la stabilité asymptotique des solutions

est d�apparition plus récente. La méthode directe de Lyapunov a été très

e¢ cace pour établir des résultats de stabilité pour une grande variété de

systèmes non linéaires sans résoudre les systèmes eux-mêmes. Néanmoins,

cette méthode a rencontré de sérieux obstacles et il existe encore un tas de

problèmes qui résistent à cette méthode. La classe d�équations di¤érentielles

fonctionnelles à retard fait partie du nombre de problèmes qui ont résisté à la

méthode directe de Lyapounov. En général, l�insu¢ sance de la méthode de

Lyapounov se manifeste lorsque les fonctions utilisées dans les équations ne

sont pas bornées en temps, si le délai n�est pas borné ou si sa dérivée n�est pas

petite. Dans cette thèse on montre aussi que la technique de point �xe reste

applicable pour démonter la stabilité asymptotique en moyenne quadratique

pour des équations di¤érentielles stochastiques non linéaires avec plusieurs

retards non bornés.

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

vi



Abstract in French

Mots clés: Points �xe; Contraction; Stabilité asymptotique en moyenne

quadratique; Equations di¤erentielles stochastiques de type neutres; Retard.
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Introduction

In nature, physics, society, engineering, and so on we always meet twokinds of functions with respect to time: one is deterministic and another

is random. Stochastic di¤erential equations (SDEs) arise in mathematical

models of physical systems which possess inherent noise and uncertainly.

Such models have been used with great success in a variety of application

area, biology, �nance, mechanics, and so forth. Up to now, it is an important

branch of stochastic analysis.

Currently, the study of analysis and synthesis of stochastic time delay

systems, described by stochastic delayed di¤erential equations (SDDE for

short), is a popular topic in the �eld of control theory [Cong, 2013]: Delays

in the dynamics can represent memory or inertia in the �nancial system

[Øksendal and Sulem; 2000]. Because, It is now well known that the existence

of delays in a dynamical system has been the source of oscillation, instability

and poor system performances, the study on time delay systems stability

and control has important theoretical and practical values. Furthermore,

real systems depend on not only present and past states but also involve

derivatives with delays. As a result, these systems are often built in the form

of neutral di¤erential equations.
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Introduction

So far, these topics have received a lot of attention and there are so many

references about them. For instance, this type of equation is very important

in several models, including population biology [Mao, 1997], and �nancial

mathematics [Anh and Inoue, 2005], population ecology [Kuang, 1993], and

other engineering systems [Kolmanovskii and Myshkis,1992], [Hobson and

Rogers, 1998], and [Bouchaud and Cont., 1998], [Itô and Nisio, 1964] wrote

the �rst paper in this �eld in 1964. For neutral stochastic delay di¤erential

equations, we refer to [60; 73; 81].

Stability plays an important role in the theory of dynamical systems and

control. It characterizes the property of an unperturbed trajectory that all

perturbed trajectories starting nearby stay nearby: small perturbations cause

only small changes in the system behavior. The most important concept of

stability has been introduced by the Russian mathematician Lyapunov in

1892. Based on his famous work a general �Lyapunov theory�has been de-

veloped to investigate the stability behavior of general dynamical systems.

In [77] La Selle and Lefschetz refer to Lyapunov�s paper (French translation)

"Probleme general de la stabilite du mouvement" which proposed two dif-

ferent methods for determining the stability of deterministic systems. The

�rst is known as the "First method" which requires the existence of a known

explicit solution. Unfortunately this method is restrictive since for most dif-

ferential equations ( deterministic or stochastic ) an explicit solution can be

determined for only a very few cases e.g. linear SDEs driven by Brownian mo-

tion. For the vast majority of them, this is not possible. On the other hand,

the " Second method or direct Lyapunov method" for determining the stabil-

ity of a system, is more applicable since it does not require the knowledge

of the explicit solution and that�s why in recent years it has exhibited great

power in applications speci�cally in engineering sciences and to mechanical

2



Introduction

and structural systems that have non-linear behavior [ see Ariaratnam and

Xie [7] ]. With the direct Lyapunov method we can get a lot of useful qual-

itative information about the behavior of the solution, without solving the

equation. This includes asymptotic behavior and sensitivity of the solutions

to small changes in the initial conditions. This information can be found

from the coe¢ cients in the di¤erential equation.

Recently, many researchers have studied the stability of stochastic di¤er-

ential equations using Lyapunov functions and obtained interesting results,

for example, Liao [75], Mao [80], Caraballo et al. [28] ; [29], Yang [99] amongst

others. However, there are also several di¢ culties in the applications of the

corresponding theories to speci�c problems. Lyapunov�s direct method usu-

ally requires pointwise conditions, the stability result we o¤er asks conditions

of an averaging nature. There are no general rules for constructing Lyapunov

functions. The constructions are merely based on a researchers�experience

and some particular techniques. It is therefore necessary to seek some new

methods to deal with the stability in order to overcome those di¢ culties.

To this end, Burton and other authors have applied the �xed point theory

to investigate the stability of deterministic systems during the last years, and

have obtained some more applicable conclusions which can be found, for ex-

ample, in the monograph [20] and the works ([5] ; [17]-[19],[21],[22] ; [30],[34],

[88],[100],[101] ; [104],[105]). In addition, there are some papers where the

�xed point theory is used to investigate the stability of stochastic (delayed)

di¤erential equations (see for instance [68] ; [69] ; [89] ; [90]). More precisely,

in ([69] ; [70] ; [71]) the authors used the �xed point theory to study the expo-

nential stability of mild solutions for stochastic partial di¤erential equations

with bounded delays and with in�nite delays. In [89] ; [90] the �xed point

theory is used to discuss the asymptotic stability in pth moment of mild

3
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solutions to nonlinear impulsive stochastic partial di¤erential equations with

bounded delays and in�nite delays, and in [72] Luo used the �xed point the-

ory to study the exponential stability of stochastic Volterra-Levin equations.

Motivated by the works mentioned above, in this thesis we study the mean

square asymptotic stability of a class of neutral stochastic di¤erential sys-

tems with variable delays by using a contraction mapping principle, and the

obtained stability criteria are easily checked. In our result, the delays can be

unbounded and the coe¢ cients in the equations can change their sign.

The main aim of this thesis is to examine stability properties of the so-

lutions to stochastic di¤erential equations (SDDEs). These equations have

complicated characteristics; therefore, it is better to start with discussing the

properties of stochastic di¤erential equations (SDEs) and delay di¤erential

equations (DDEs), which are the special case of SDDEs. Once the behav-

ior of DDEs and SDEs is understood, it is easier to follow the fundamental

properties of SDDEs. For this reason we start with building notation and

terminology on DDEs and SDEs. Moreover, the necessity for their existence,

the general de�nition of SDE, conditions to have a unique solution and the

properties of that solution will be discussed. Also, we give some examples to

make these concepts clear. For detailed information and proofs one can see

[ Evans [36], Lamberton [76] and, Mao [81], Øksendal [85] ; Friedman [38]].

This thesis consists of four chapters

Chapter 1 : This chapter contains various theories and results from proba-

bility theory as well as stochastic calculus that are required in later chapters.

Chapitre 2 : This chapter falls into two parts. The �rst, is devoted to

DDEs analysis, we present some basic preliminaries and we discuss the exis-

tence and uniqueness theorem for the solution and properties of them, while

the second concerns stability theory. The former provides the appropriate

4
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mathematical tools that are needed to understand the concepts that will be

developed in this thesis for the study of the stability of stochastic delay dif-

ferential equations (SDDEs). In the last stage of this chapter, we compare

results from a certain application of �xed point theory with a certain common

Lyapunov functional.

Chapter 3 : We will present some general theory of stochastic delayed

FDEs, starting with the essential de�nitions, discussions of some basic dif-

ferences with respect to SDEs, as well as foundational theoretical results.

Moreover, we touch upon stability de�nitions and give some stability results,

which will be su¢ cient for a working in the topics of this thesis. In the last

section, with the help of Itô�s formula, solution processes of some SDDEs are

derived to see the e¤ect of the delay terms in the equations. To understand

how the solution process is obtained if it exists, some examples are given.

Chapter 4 : This chapiter exposes results published in [26] and relates to

study the mean square asymptotic stability of the zero solution for a system

of nonlinear stochastic neutral di¤erential equations with variable delays by

using a contraction mapping principle,

d

"
xi(t)�

nX
j=1

qij(t)xj(t� � j (t))

#
=

"
nX
j=1

aij(t)xj (t) +
nX
j=1

bij(t)fj (xj(t))

+

nX
j=1

cij(t)gj (xj(t� �j (t)))

#
dt+

nX
j=1

�ij(xj(t))dwj (t) ; t � t0;

for i = 1; 2; 3; :::; n; with an assumed intial condition

xi(s) = 'i (s) for s 2 [m (t0) ; t0] ; for each t0 � 0:
A mean square asymptotic stability theorem with a necessary and suf-

�cient condition is proved, which improves and generalizes some previous

results due to Guo and al. [41].

Chapter 5 : This chapter collects the other works published in renowned

international journals of high quality, namely:

5
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- Mean square asymptotic stability in nonlinear stochastic neutral Volterra-

Levin equations with Poisson jumps and variable delays;

- Stability analysis of neutral stochastic di¤erential equations with Pois-

son jumps and variable delays;

- Existence of solutions and stability for impulsive neutral stochastic func-

tional di¤erential equations;

- Stability results for neutral di¤erential equations by Krasnoselskii �xed

point theorem.

6



CHAPTER 1

Stochastic Caculus- Itô�s formula

Contents

1.1 On Stochastic Integrals . . . . . . . . . . . . . . . 7

1.2 Stochastic Di¤erential Equations . . . . . . . . . 15

1.3 Itô�s Formula . . . . . . . . . . . . . . . . . . . . . 20

This chapter surveys the theory of stochastic di¤erential equations (SDEs).

First, we introduce some notions in stochastic calculus such as stochas-

tic Integrals, Itô integrals, and related results. Then, de�nition of SDEs and

of solutions are presented. The basic theorems in this chapter are stated

without proof. For proofs of the theorems and details of the de�nitions,

the reader is referred to [Karatzas and Shreve, 1991], [Evans, 2006], and

[ØKsendal, 2013], [Applebaum, 2009],[Friedman, 1975], [Mao, 1997]. The

presentation of Itô integrals are mostly based on those references mentioned

above.

6



Chapter 1. Stochastic Caculus- Itô�s formula

1.1 On Stochastic Integrals

In the �rst chapter, we explain the need for and importance of SDEs and

give a short literature review.

Motivation

Modeling of physical systems by ordinary di¤erential equations (ODEs) ignores

stochastic e¤ects. Addition of random elements into the di¤erential equations

leads to what is called stochastic di¤erential equations (SDEs), and the term

stochastic is called noise [Klebaner, 2005]. The necessity of this inclusion is

due to the fact that almost every natural phenomenon in this world is in�u-

enced by environmental noise. For example, consider the simple population

growth model
dx(t)

dt
= a(t)x(t); (1.1)

with initial value x(0) = x0, where x(t) is the size of the population at time

t and a(t) is the relative rate of growth. It might happen that a(t) is not

completely known, but subject to some random environmental e¤ects. In

other words,

a(t) = r(t) + �(t)�noise�;

so equation (1.1) becomes

dx(t)

dt
= r(t)x(t) + �t�(t)x(t); (1.2)

where �t is a white noise process. It is then very hard to treat this equation

mathematically. One cannot give any reasonable de�nition to the product of

the stochastic process �(t)x(t) and the noise �t: The inclusion of the noise

term in di¤erential equations may lead to a fundamentally di¤erent meth-

ods of analysis. Certainly, a reasonable mathematical interpretation of the

7



Chapter 1. Stochastic Caculus- Itô�s formula

noise term is a white noise, which is formally regarded as the derivative of a

Brownian motion w(t), i.e.
�
w(t) = dw(t)ndt. In integral form, Eq. (1.2) is

written as

x(t) = x0 +

Z t

0

r(s)x(s)ds+

Z t

0

�(s)x(s)�sds

= x0 +

Z t

0

r(s)x(s)ds+

Z t

0

�(s)x(s)
�
w(s)ds

= x0 +

Z t

0

r(s)x(s)ds+

Z t

0

�(s)x(s)dw(s):

The questions are: What is the mathematical interpretation for the �noise�

term and what is the integration
R t
0
�(s)x(s)dw(s)?

Since the simplest or say, the most basic continuous stochastic pertur-

bation, intuitively will have the below four properties, the modeling of the

general continuous stochastic perturbation by a stochastic integral with re-

spect to this basic Brownian motion (w(t); t � 0) is quite natural. However,

the Brownian motion also has some stronge property: Even though it is

continuous in t, it is nowhere di¤erentiable in t. So we cannot de�ne the

stochastic integral
R t
0
�(s)x(s)dw(s) as the Riemann-Stieltjes integral. That

is why K. Itô in 1949 invented a completely new way to de�ne this stochastic

integral.

1.1.1 Stochastic Integrals

As mentioned above, the Brownian motion (w(t); t � 0) is nowhere di¤eren-

tiable and it is not bounded variation on any bounded interval. Moreover,

the consequences of unbounded variation property make this integralZ �

�

f(t)dw (t) ;

cannot even be interpreted as the Riemann Stieltjes integral for each sample

path. However, we can de�ne the integral for a large class of stochastic

8



Chapter 1. Stochastic Caculus- Itô�s formula

processes by making use of the stochastic nature of Brownian motion. This

integral was �rst de�ned by K. Itô in 1949 and is now known as Itô stochastic

integral. Our aim in this section is to introduce the Itô stochastic integral

and discuss its properties for later applications. We shall now start to de�ne

the stochastic integral step by step.

Approximation of functions by step functions

Let (w (t) ; t � 0) be a Brownian motion on a probability space (
;F ;P) :

Let fFtgt�0 be an increasing family of ���elds, i.e., Ft1 � Ft2 if t1 < t2;

such that Ft � F , F (w (s) ; 0 � s � t) is in Ft; and

F (w (�+ t)� w (t) ; � � 0) is independant of Ft;

for all t � 0: One can take, for instance, Ft = � (w (s) ; 0 � s � t) :

De�nition 1.1 [38] Let 0 � � < � < 1: A stochastic process f(t) de�ned

for � � t � � is called a nonanticipative function with respect to Ft if:

i) f(t) is a separable process;

ii) f(t) is a measurable process, i.e., the function (t; !) ! f (t; !) from

[�; �]� 
 into R is measurable;

iii) for each t 2 [�; �], f(t) is Ft -measurable;

When (iii) holds we say that f(t) is adapted to Ft. We denote by Lpw [�; �]

(1 � p � 1) the class of all nonanticipative functions f(t) satisfying:

Lpw [�; �] =

8><>:
f nonanticipative functions: P

hR �
�
jf(t)jp dt <1

i
= 1; 1 � p <1;

P
�
ess sup
��t��

jf(t)j <1
�
= 1 if p =1:

9>=>;
We denote by Mp

w [�; �] the subset of Lpw [�; �] consisting of all functions f

9



Chapter 1. Stochastic Caculus- Itô�s formula

with

Mp
w [�; �] =

8><>:
f 2 Lpw [�; �] : E

R �
�
jf(t)jp dt <1; 1 � p <1;

E
�
ess sup
��t��

jf(t)j
�
<1 if p =1:

9>=>;
Let us �rst introduce the concept of step (or simple) processes.

De�nition 1.2 [38] A stochastic process f (t) de�ned on [�; �] is called a

step function if there exists a partition � = t0 < t1 < ::: < tr = � of [�; �]

such that

f(t) = f(ti) if ti � t < ti+1; 0 � i � r � 1:

The next Lemma is given in literatures without details of the proof.

Lemma 1.1 [38] Let f 2 L2w [�; �] : Then:

i) there exists a sequence of continuous functions gn in L2w [�; �] such that

lim
n!1

Z �

�

jf(t)� gn (t)j2 dt = 0 a:s:;

ii) there exists a sequence of step functions fn in L2w [�; �] such that

lim
n!1

Z �

�

jf(t)� fn (t)j2 dt = 0 a:s:

Lemma 1.2 [38] Let f 2M2
w [�; �] : Then:

i) there exists a sequence of continuous functions kn in M2
w [�; �] such that

lim
n!1

E
Z �

�

jf(t)� kn (t)j2 dt = 0;

ii) there exists a sequence of bounded step functions ln in M2
w [�; �] such that

lim
n!1

E
Z �

�

jf(t)� ln (t)j2 dt = 0:

10



Chapter 1. Stochastic Caculus- Itô�s formula

De�nition of the stochastic integral

We now give the de�nition of the Itô integral.

De�nition 1.3 [38] Let f (t) be a step function in L2w[�; �]; say f(t) = f (ti)

if ti � t < ti+1, 0 � i � r � 1 where � = t0 < t1 < ::: < tr = �. The random

variable
r�1X
k=0

f (tk) [w (tk+1)� w (tk)] ;

is denoted by Z �

�

f(t)dw (t) ;

and is called the stochastic integral of f with respect to the Brownian motion

w, it is also called the Itô integral.

Clearly, the stochastic integral
R �
�
f(t)dw (t) is F�-measurable.

Theorem 1.1 [38] Let f; fn be in L2w[�; �] and suppose that:

lim
n!1

Z �

�

jfn (t)� f(t)j2 dt P! 0 as n!1:

Then: Z �

�

fn (t) dw (t)
P!
Z �

�

f(t)dw (t) as n!1:

Where P! refers that the converge is in probability.

Lemma 1.3 [38] Linearity: let f; g be two step functions in L2w[�; �] and

�1; �2 be real numbers. Then �1f + �2g is in L2w[�; �] andZ �

�

[�1f (t) + �2g (t)] dw (t) = �1

Z �

�

f (t) dw (t) + �2

Z �

�

g (t) dw (t) :

Lemma 1.4 [38] If f is a step function M2
w[�; �]; then

i) E
hR �
�
f (t) dw (t)

i
= 0;

ii) E
hR �
�
f (t) dw (t)

i2
= E

R �
�
jf 2 (t)j dt:

11



Chapter 1. Stochastic Caculus- Itô�s formula

Proof. i) Since f (tk) is Ftk-measurable whereas w (tk+1) � w (tk) is inde-

pendent of Ftk ,

E
�Z �

�

f (t) dw (t)

�
=

r�1X
k=0

E [f (tk) (w (tk+1)� w (tk))]

=

r�1X
k=0

E (f (tk))E (w (tk+1)� w (tk)) = 0:

Moreover, note that w (tk+1)�w (tk) is independent of f (ti) f (tk) (w (ti+1)�

w (ti+1)) if i < k: Thus

E
hR �
�
f (t) dw (t)

i2
=

P
0�i;k�r�1

E [f (ti) f (tk) (w (tk+1)� w (tk)) (w (ti+1)� w (ti+1)]

=
r�1X
k=0

E
h
(f 2 (tk) (w (tk+1)� w (tk)))

2
i

=
r�1X
k=0

E (f 2 (tk)E (w (tk+1)� w (tk)))
2

=
r�1X
k=0

Ef 2 (tk) (tk+1 � tk) = E
R �
�
jf 2 (t)j dt:

Lemma 1.2 extend to any functions from L2w[�; �] :

Theorem 1.2 [38] If f 2 L2w[�; �] and f is continuous, then, for any se-

quence �n of partitions � = tn;0 < tn;1 < ::: < tn;mn = � of [�; �] with mesh

j�nj = max (tn;k � tn;k�1) converging to 0; thenZ �

�

f (t) dw (t)
P!
mn�1X
k=0

f (tn;k) [w (tn;k+1)� w (tn;k)] as n!1: (1.3)

Proof. Introduce the step function gn:

f (tn;k) = gn(t) if tn;k � t < tn;k+1; 0 � k � mn � 1:

For a.a. !; gn(t)! f(t) uniformly in t 2 [a; b) as n!1. Hence:Z �

�

jgn(t)� f(t)j2 dt! 0; a:s:

12



Chapter 1. Stochastic Caculus- Itô�s formula

By Theorem 1.1, we then have:Z �

�

gn(t)dw (t)
P!
Z �

�

f(t)dw (t) :

Since Z �

�

gn(t)dw (t) =

mn�1X
k=0

f (tn;k) [w (tn;k+1)� w (tn;k)] ;

then assertion (1.3) follows.

Example 1.1 To show the existence of
R T
0
w(t)dw(t); from Theorem 1.2 we

need to show that the Wiener process (w(t); t � 0) belongs to L2w[0; T ]: Since

for all T;

E
�Z T

0

jw(t)j2 dt)
�
=

Z T

0

E
���w2(t)��� dt) = Z T

0

tdt <1:

Thus w(t) belongs to L2w[0; T ]: Also, we have seen that w(t) satis�es all

asumptions of theorem. Hence the existence of the Itô integral
R T
0
w(t)dw(t),

is justi�ed.R T
0
w(s)dw(s) = lim

n!1

nX
k=0

w(tk) [w (tk+1)� w (tk)]

= lim
n!1

1

2

"
nX
k=0

[w2(tk)� w2 (tk+1)]�
nX
k=0

[w(tk)� w (tk+1)]
2

#

=
1

2
w2 (T )� 1

2
lim
n!1

nX
k=0

[w(tk)� w (tk+1)]
2

=
1

2
w2 (T )� 1

2
T:

The last convergence follows from the fact that the quadratic variation of

Weiner process is T: Therfore we conclude thatZ T

0

w(s)dw(s) =
1

2
w2 (T )� 1

2
T:

In the case of a deterministic integralZ T

0

w(s)dw(s) =
1

2
w2(T );

13



Chapter 1. Stochastic Caculus- Itô�s formula

whereas the Itô integral di¤ers by the term �1
2
T: This example shows that

the rules of di¤erentiation ( in particular the chain rule ) and integration

need to be re-formulated in the stochastic calculus.

Lemma 1.5 [38] If f is a function in L2w[�; �]; then, for any " > 0; N > 0;

P
������Z �

�

f (t) dw (t)

���� > "

��
� P

�Z �

�

f 2 (t) dt > N

�
+
N

"2
:

The next Lemma improves Theorem 1.1.

Lemma 1.6 [38] Let f 2M2
w[�; �]: Then

i) E
hR �
�
f (t) dw (t) j F�

i
= 0;

ii) E
����R �� f (t) dw (t)���2 j F�� = EnR �� f 2 (t) dt j F�o

=
R �
�
E [f 2 (t) j F�] dt:

Properties of the Stochastic Integral The basic properties of the Itô

integral are summarized in the following Theorem:

Theorem 1.3 [38] The following properties hold for any f; g 2 L2w[0; T ]; any

a; b 2 R; and any 0 � s < T :

1) Linearity:Z T

0

(af (t) + bg (t)) dw (t) = a

Z T

0

f (t) dw (t) + b

Z T

0

g (t) dw (t) ;

2) Isometry:

E

 ����Z T

0

f (t) dw (t)

����2
!
= E

�Z T

0

jf (t)j2 dt
�
;

3) Martingale Property:

E
�Z t

0

f (t) dw (t) j Ft0
�
=

Z t
0

0

f (t) dw (t) ; 0 � t
0
< t < T;

14
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in particular, E
hR T
0
f (t) dw (t)

i
= 0;

4) If 0 < t1 < t2, then
R t2
0
f (t) dw (t) =

R t1
0
f (t) dw (t) +

R t2
t1
f (t) dw (t) ;

5) For f 2 L2w[0; T ], de�ne � (s) =
R s
0
f (t) dw (t) =

R T
0
f (t)�[0;T ]dw (t).

Then there exists a version of the process � such that s ! � (s) is continuous

almost surely.

Proof. See Friedman [38] :

Lemma 1.7 [38] Let f; g 2 L2w[�; �] and assume that f (t) = g (t) for all

� � t � �; w 2 
0: ThenZ �

�

f (t) dw (t) =

Z �

�

g (t) dw (t) for a:a: w 2 
0:

De�nition 1.4 [38] Let f 2 L2w[0; T ] and consider the integral

I (t) =

Z T

0

f (s) dw (s) ; 0 � t � T:

By de�nition,
R 0
0
f (s) dw (s) = 0: We refer to I (t) as inde�nite integrale of

f: Notice that I (t) is Ft mesurable.

Theorem 1.4 [38]

E

"
sup
0�t�T

����Z t

0

f (s) dw (s)

����2
#
� 4E

����Z T

0

f (t) dw (t)

����2
= 4E

Z T

0

��f 2 (t)�� dt:
The fact that the inde�nite integrals

R t
0
f (s) dw (s) is a continuous martin-

gale.

1.2 Stochastic Di¤erential Equations

Following are some fundamental and necessary concepts in the theory of

stochastic di¤erential equations, which are needed later on in the proof of

15
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the existence and uniqueness theorem. Most of the de�nitions and results

from this section are based on the books [80] and [38] :

After we have understood the stochastic integral
R t
0
f(s)dw(s) we can

study the following general stochastic di¤erential equation (SDE):

x(t) = x0 +

Z t

0

b(s; x(s))ds+

Z t

0

�(s; x(s))dw(s); t � 0;

or equivalently, we write

dx(t) = b(t; x(t))dt+ �(t; x(t))dw(t); t � 0; (1.4)

x (t) = x0 a:s: (1.5)

1.2.1 Existence and uniqueness

The existence and uniqueness theorem is so fundamental in science that it is

sometimes called " the principle of determinism. The idea is that if we know

the initial conditions, then we can predict the future states of the equation".

If � = (�ij) is a matrix, we write j�j2 =
P

i;j j�ijj
2 : Let b(t; x) =

(b1(t; x); :::; bn(t; x)); �(t; x) = (�ij(t; x))
n
i;j=1 and suppose the functions �ij(t; x);

bi(t; x) are mesurable in (t; x) 2 Rn� [0; T ] : If (x (t) ; 0 � t � T ) is a stochas-

tic process such that

dx(t) = b(t; x(t))dt+ �(t; x(t))dw(t); (1.6)

x (t) = x0 a:s:, (1.7)

then we say that x(t) satis�es the system of stochastic di¤erential equations

(1.6) and the initial condition (1.7): Note that it is implicity assumed that

b(t; x(t)) 2 L1w [0; T ] and �(t; x(t)) 2 L2w [0; T ] :

16
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Theorem 1.5 [80] Suppose b(t; x); �(t; x) are mesurable in (t; x) 2 [0; T ] �

Rn and

jb(t; x)� b(t; y)j � K jx� yj ; j�(t; x)� �(y; t)j � K jx� yj ;

jb(t; x)j � K 0 (1 + jxj) ; j�(t; x)j � K 0 (1 + jxj) ;

where K;K 0 are constants. Let x0 be any n-dimentional random vector in-

dependent of F (w(t); 0 � t � T ), such that E jx0j2 < 1: Then there exists

a unique solution of (1.6); (1.7) in M2
w [0; T ] :

The proof is based on the Picard-Lindelof method of successive approxi-

mations. The detailed proof of the theorem can be found in [Friedman,1975]

and [Mao, 1994].

� The assertion of uniqueness means that if x1(t); x2(t) are two solutions

of (1.6);(1.7) and if they belong to M2
w [0; T ] ; then

P fx1(t) = x2(t) for all 0 � t � Tg = 1:

� If the coe¢ cient functions b and � are in the form of

b(t; x) : = a(t) + e(t)x;

�(t; x) : = c(t) + d(t)x;

where a; e; c; d 2 C (R+;R), then we say that equation (1.6) de�nes a linear

SDE.

� If a = c = 0 for 0 � t � T , then the linear SDE is called homogeneous.

Corollary 1.1 [80] Under the assumptions of Theorem 1:5,

E

"
sup
t2[0;T ]

jx (t)j2
#
� C�

�
1 + E jx0j2

�
;

where C� is a constant depending only on K 0; T:

17
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Weak and strong solutions

There are two types of solutions and two types of uniqueness to stochastic

di¤erential equations referred as weak and strong. Weak uniqueness is also

referred to as uniqueness in law. Strong uniqueness is referred as pathwise

uniqueness. In this section we give precise de�nitions to each of the terms

and show existence for the solution to Equation (1.6).

De�nition 1.5 [65] We will say that (1.6) admits a strong solution if when-

ever (
;F ; (Ft) ;P) is a stochastic basis on which an n-dimensional F -

Brownian motion w is de�ned, we �nd an F- adapted, continuous process

x : 
! R such that

1) P (x (0) = x0) = 1;

2) P
�R T

0
jb(s; x (s))j ds+

R T
0
j�(s; x (s))j2 ds <1

�
= 1;

3) The integrated version of (1.6) holds true, i.e. almost surely

x(t) = x0 +

Z t

0

b(t; x(t))dt+

Z t

0

�(t; x(t))dw (t) ;8t 2 [0; T ] :

Note that here we require that we can �nd such a solution on every

stochastic basis carrying a Wiener process and that it is a solution with

respect to that given Wiener process. For a weak solution, we make the

stochastic basis a part of the solution thus, we cannot allow random initial

data, as we are not given a priori a probability space. It is, however, possible

to generalize this de�nition by prescribing a certain initial distribution. We

will not go into details at this moment.

De�nition 1.6 [65]We say that there exists a weak solution to the equation

(1.6) if there exist a stochastic basis (
;F ; (Ft)t�0 ;P), and an (Ft)- Wiener

w and an (Ft) � adapted process x de�ned in it such that x solves equation

18
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(1.6), (p:s):We denote this solution by the triplet

(x;
�

;F ; (Ft)t�0 ;P

�
; w):

We now de�ne weak and strong uniqueness.

De�nition 1.7 (Strong Uniqueness, [65])We say that strong uniqueness

holds for equation (1.6) if whenever x and y are (strong) solutions de�ned

on the same stochastic basis and with respect to the same Brownian motion

with x(0) = y(0), then

P(x(t) = y(t) : 8t 2 [0; T ]) = 1:

De�nition 1.8 (Weak Uniqueness, [65])We say that uniqueness in law (

or weak uniqueness ) holds for equation (1.6) if whenever (x;
�

;F ; (Ft)t�0 ;P

�
; w)

and (y;
�e
; eF ;�fFt�

t�0
; eP� ; ew) are two weak solutions starting at the same

� 2 R, the laws of x and y as C([0; T ]) -valued random variables are the

same. That is to say, 8B 2 B , we have

P f! j xt (!) 2 Bg = eP f! j yt (!) 2 Bg :
Note: The two notions of uniqueness are not equivalent but strong

uniqueness implies weak uniqueness.

The solution of a stochastic di¤erential system as a Markov process

We shall assume:

(A) The n-vector b (t; x) and the n � n matrix �(t; x) are measurable

functions for (t; x) 2 [0;1)� Rn and, for any T > 0;

jb(t; x)j � K (1 + jxj) ; jb(t; x)� b(t; y)j � K jx� yj ;

j�(t; x)j � K (1 + jxj) ; j�(t; x)� �(y; t)j � K jx� yj ;
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if 0 � t � T; x 2 Rn; y 2 Rn where K is a constant depending on T:

By Theorem 1:5 there exists a unique solution in M2
w [0;1) of

d�(t) = b(t; �(t))dt+ �(t; �(t))dw(t); (1.8)

� (0) = �0 a:s:, (1.9)

provided �0 is independent of F(w(�); � � 0) and E j�0j
2 <1: Similarly, for

any s � 0 there exists a unique solution in M2
w [s;1) of (1.8) and

� (s) = �s;

provided �s is independent of F(w(�+ s)� w(s); � � 0) and E j�sj
2 <1:

If �s = x a:s:, where x is a point in Rn; then we denote the solution of

(1.8); (1.9) by �x;s (t) :

For any Borel set A in Rn and for any t � s; let

p (s; x; t; A) = P
�
�x;s (t) 2 A

�
:

Theorem 1.6 [38] Let (A) hold and let �0 be independent of F(w(t); t � 0),

E j�0j
2 < 1: Denote by Ft the ���eld spanned by �0 and w(s); 0 � s � t:

Then the unique solution � (t) of (1.8); (1.9) satis�es

P (� (t) 2 A j Fs) = P (� (t) 2 A j � (s)) = p (s; � (s) ; t; A) ; a:s:

for all t > s and for any Borel set A. Further, p (s; x; t; A) is a transition

probability function.

1.3 Itô�s Formula

Example 1:1 illustrates that the basic de�nition of Itô integrals is not very

useful when we try to evaluate a given integral. This is similar to the situation
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for ordinary Riemann integrals, where we do not use the basic de�nition but

rather the fundamental theorem of calculus plus the chain rule in the explicit

calculations. The Itô formula is, as we will show by examples, very useful for

evaluating Itô integrals.

For a function f(x; y) of the variables x and y it is not at all hard to

justify that the equation below is correct to �rst order terms.

df =
�f

�x
dx+

�f

�y
dy:

However, what if we have a function f which depends not only on a real

variable t, but also on a stochastic process such as Brownian motion. Suppose

that f = f(t; w (t)), where w (t) denotes Brownian motion. One is tempted

to write as before that

df =
�f

�t
dt+

�f

�w
dw:

However, in this case we would be badly mistaken. To see that this is so,

we expand df using Taylor�s formula; this time keep the terms involving the

second derivatives of f

df =
�f

�t
dt+

�f

�w
dw+

1

2

�2f

�2t
(dt)2+

�2f

�t�w
dtdw+

1

2

�2f

�2w
(dw)2+higher order terms:

Let us de�ne formally a multiplication table: dwidwj = 0 (i 6= j),dwidwi =

dt; dtdt = 0; dtdwi = 0; and write

df =

�
�f

�t
+
1

2

�2f

�2w

�
dt+

�f

�w
dw: (1.10)

Equation (1.10) is called Itô�s lemma, and gives us the correct expression

for calculating di¤erentials of composite functions which depend on Brownian

processes.

De�nition 1.9 [38] Let (�(t); 0 � t � T ) be a process such that for any 0 �

t1 < t2 � T

�(t2)� �(t1) =

Z t2

t1

a(s)ds+

Z t2

t1

b(s)dw(s);
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where a 2 L1w [0; T ], b 2 L2w [0; T ]. Then we say that �(t) has stochastic

di¤erential d�, on [0; T ], given by

d�(t) = a(t)dt+ b(t)dw(t):

De�nition 1.10 [38] Let d�(t) = a(t)dt + b(t)dw(t) and let f(x; t) : R �

[0;1)! R be a continuous function with continuous derivatives ft; fx; and

fxx. Then, the process f(�(t); t) has a stochastic di¤erential, given by

df(�(t); t) = [ft(�(t); t) + fx(�(t); t)a(t) +
1

2
fxx(�(t); t)b

2(t)]dt

+fx(�(t); t)b(t)dw (t) :

This is called Itô�s formula. Notice that if w (t) were continuously di¤er-

entiable in t, then by the standard calculus formula for total derivatives the

terme
1

2
fxxb

2dt would not appear.

Now, let us discuss some examples to understand solution strategy better.

Example 1.2 Determine an expression for
R t
0
sin (w) dw; that does not in-

volve Itô integrals.

Since Version (1.10) of Itô�s formula tells us that

f (w(t))� f (w(0)) =

Z t

0

f 0 (w (s)) dw (s) +
1

2

Z t

0

f 00 (w (s)) ds;

if we choose f 0(x) = sin(x) so that f(x) = � cos(x) and f 00(x) = cos(x); then

� cos (w (t)) + cos (w (0)) =
Z t

0

sin(w (s))dw (s) +
1

2

Z t

0

cos(w (s))ds:

The fact that w (0) = 0 impliesZ t

0

sin(w (s))dw (s) = 1� cos (w (t))� 1
2

Z t

0

cos(w (s))ds:

Let us continuous to work on our �rst Example 1.2.
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Example 1.3 Let �(t) = w (t) and f(�(t); t) = �m (t) : Then d� = dw and

thus a = 0; b = 1:

Hence Itô�s formula gives

d(wm) = mwm�1dw +
1

2
m(m� 1)wm�2dt:

In particular the case m = 2 reads

d
�
w
2

(t)
�
= 2w (t) dw (t) + 1dt:

This integrated is the identityZ r

s

w (t) dw (t) =
w
2
(r)� w

2
(s)

2
� (r � s)

2
:

Let us consider this integral with the assumption s = 0; r = T and use

w (0) = 0, we get Z T

0

w (t) dw (t) =
1

2
w
2

(T )� T;

as in Example 1:1.

We see in this exemple that Itô�s formula is not only useful for evaluating

the Itô integrals but, more importantly, solution of SDEs can be obtained

by it. Let us consider an example and corresponding solution to clarify the

solution technique.

Example 1.4 (Geometric Brownian Motion) Assume that S(t) denote

the stock price at time t � 0 which changes randomly. The dynamics of the

price of the stock is given as:

dS(t) = �S(t)dt+ �S(t)dw(t); (1.11)

where, the both � and � are positive constants we want to �nd the SDE for

the process g related to S as follows: g(t) = �(t; S) = ln (S(t)) :
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The partial derivatives are:
��

�t
(S; t) = 0;

��

�S
(S; t) = 2S; and

�2�

�S2
(S; t) =

0: Therefore, according to Itô we get,

dg(t) =

�
��

�t
(S; t) +

��

�S
(S; t)�S(t) +

1

2

�2�

�S2
(S; t)�2S2(t)

�
dt

+
��

�S
(S; t)�S(t)dw (t) :

Hence

dg(t) = (�� 1
2
�2)dt+ �dw (t) : (1.12)

Since the right hand side of (1.12) is independent of g(t), we are able to

compute the stochastic integral:

g(t) = g (0) +

Z t

0

(�� 1
2
�2)dt+

Z t

0

�dw;

g(t) = g (0) + (�� 1
2
�2)t+ �w(t):

Since g(t) = ln (S(t)) we have found a solution S(t) for (1.12):

ln (S(t)) = ln (S (0)) + (�� 1
2
�2)t+ �w(t);

and so

S(t) = S (0) exp

�
(�� 1

2
�2)t+ �w(t)

�
;

where (w(t); t � 0) is a standard Brownian motion.

Remark 1.1 Since S has a Markovian property, it is also possible to write

the solution as follows:

S(t) = S (u) exp

�
(�� 1

2
�2) (t� u) + � (w(t)� w(u))

�
; t � u:
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CHAPTER 2

Retarded functional di¤erential equations with

applications

Contents

2.1 Basic concepts of delay di¤erential equations . . 26

2.2 Stability of delay di¤erential equations . . . . . 37

This chapter provides background material necessary for the rest of the

thesis. Some preliminaries and basic de�nitions are given for delay

di¤erential equations. Strictly speaking a delay di¤erential equation is a spe-

ci�c example of a functional di¤erential equation, in which the functional

part of the di¤erential equation is the evaluation of a functional on the past

of the process. Like ordinary di¤erential equations, delay di¤erential equa-

tions have several features which make their analysis more complicated. The

survey of the theory related to delay di¤erential equations can be found e.g.

in books, [9] ; [10] ; [14] ; [16] ; [35] ; [37] ; [39] ; [42] ; [48] ; [49] ; [56]� [62] ; [93].
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2.1 Basic concepts of delay di¤erential equa-

tions

Motivation

The questions have been asked by many researchers �Why study this sub-

ject?�Why study di¤erential equations with time delays when so much is

known about equations without delays, and they are so much easier? The

answer is because so many of the processes, both natural and manmade, in

biology, medicine, chemistry, physics, engineering, economics, etc., involve

time delays. Like it or not, time delays occur so often, in almost every sit-

uation, that to ignore them is to ignore reality. To clarify more, we give

a biological system in which the present rate of change of some unknown

function depends upon past values of the same function.

Real exemple of delay di¤erential equation

To have a better understanding and reading of this section, we will focus

on a simple real example. The goal is to help the reader to understand the

most relevant aspects of delay di¤erential equations. The following is an

example presented in [9]. Imagine a biological population composed of adult

and juvenile individuals. Let N(t) denote the density of adults at time t:

Assume that the length of the juvenile period is exactly h units of time for

each individual. Assume that adults produce o¤spring at a per capita rate

� and that their probability per unit of time of dying is �. Assume that

a newborn survives the juvenile period with probability � and put t = ��.

Then the dynamics of N can be described by the linear delay di¤erential

equation
d

dt
N(t) = ��N(t)� rN(t� h); (2.1)
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which involves a nonlocal term, rN(t � h) meaning that newborns become

adults with some delay. So the time variation of the population density N

involves the current as well as the past values of N . Equation (2.1) describes

the changes in N .

With deeper study and understanding of population dynamics, people

started to consider introducing state-dependent delay into population mod-

els, as was pointed out in Arino et al. [9] :

In the context of population dynamics, the delay arises frequently as the

maturation time from birth to adulthood and this time is in some cases a

function of the total population.

Mathematical point of view:

To determine a solution past time t0, we need to prescribe the value of

N (t0 � h). Suppose we have the initial value N (t0 � h). Once we advance,

say to N("), with t0 < " < t0+h small, notice that to calculate the derivative

at t = " so that we can advance the next step, we need to know

d

dt
N(") = ��N(")� rN("� h);

where " � h 2 (t0 � h; t0): In this manner, we realize that we need to know

the values of N(:) on the whole interval [t0�h; t0]. If we do not specify these

values, we obtain an unsatisfactory notion of uniqueness, as the following

example

x0 (t) = ��
2
x (t� 1) ; x (0) = 1p

2
:

Here

x1 (t) = sin

�
�

2

�
t+

1

2

��
and x2 (t) = cos

�
�

2

�
t+

1

2

��
;

are both solutions to the above equation at t0 = 0. But if we specify the

initial behavior on the interval [�1; 0], we obtain that only one solution
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exists to each delay di¤erential equations, by the existence-uniqueness result

in Theorem 3:1 that we give below.

Clearly, to begin with, an initial value problem requires more information

than an analogous problem for a system without delays. For an ordinary

di¤erential system, a unique solution is determined by an initial point in

Euclidean space at an initial time t0. For a delay di¤erential system, one

requires information on the entire interval [t0�h; t0]. Each such initial func-

tion determines a unique solution to the delay di¤erential equation. If we

require that initial functions be continuous, then the space of solutions has

the same dimensionality as C([t0 � h; t0];R).

In the next section, with the previous discussion as a guide, let us now

de�ne the DDEs problem for a given initial function.

2.1.1 A general initial value problem

Suppose � > 0 is a given real number � > 0, denote C([a; b];Rn), the Banach

space of continuous functions mapping the interval [a; b] into Rn with the

topology of uniform convergence. We will denote the Euclidean norm of a

vector x 2 Rn as jxj from now on in order to avoid confusion with another

norm we shall use. If [a; b] = [�� ; 0], we let C=C ([�� ; 0] ;Rn) and designate

the norm of an element ' in C by

k'k� := sup
�����0

j' (�)j :

Let � 2 R; A > 0 and x 2 C([� � � ; � + A];Rn), then for any t 2 [�; � + A],

we let xt 2 C, be de�ned by

xt = x (t+ �) for � � � � � 0:
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De�nition 2.1 [49] If 
 is a subset of R�C, Let f : R�C ! Rn is a given

function and represents the right-hand derivative, we say that the relation8<: x0 (t) = f (t; xt) ; t � �;

and x� = ';
(2.2)

is a retarded functional di¤erential equation on and will denote this equation

by DDEs.

De�nition 2.2 [49] A function x is said to be a solution of (2.2) if there

are � 2 R, A > 0 such that x 2 C([� � � ; � + A];Rn), and x satis�es (2.2)

for t 2 [�; � + A]. In such a case we say that x is a solution of (2.2) on

[�� � ; �+A] for a given � 2 R and a given ' 2 C we say that x = x(�; '),

is a solution of (2.2) with initial value at � or simply a solution of (2.2)

through (�; ') if there is an A > 0 such that x(�; ') is a solution of (2.2)

on [� � � ; � + A] and x�(�; ') = '.

Equation (2.2) is a very general type of equation and includes ordinary

di¤erential equations ( � = 0 ). Although the structure of these equations is

similar to ordinary di¤erential equations, the crucial di¤erence is that a delay

di¤erential equation ( or a system of equations ) is an in�nite dimensional

problem and the corresponding phase space is a functional space usually the

space of continuous functions is considered.

Remark 2.1 The quantitie � � 0; is called the delay. The delay may be

constant, function � (t) of t ( time-dependent delay ), or function � (t; x(t))

( state-dependent delay ).

De�nition 2.3 Equation (2.2) is called :

i) linear if f (t; ') = L(t; '), where L is linear in '.

ii) nonhomogeneous if f (t; ') = L(t; ') + h(t), where h(t) 6= 0, it is called
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homogeneous if h = 0.

iii) autonomous if f (t; ') = g('), where g does not depend on t.

Equation (2.2) is a very general type of equation and includes di¤erential-

di¤erence equations. To be more explicit we give some classes of equations

that can be expressed by (2.2), we have equations with a �xed delay ( the

simplest possible case ) such as

x0 (t) = f (t; x(t); x(t� �)) ;

or nonlinear nonautonomous di¤erential equations with multiple time varying

delays on the same state x

x0 (t) = f (t; x(t); x(t� � 1 (t)); :::; x(t� � p (t))) ;

with 0 � � i (t) � � for all i = 1; :::; p: We also have integrodi¤erential

equations with a distributed delay

x0 (t) =

Z 0

��
g (t; x (t+ �)) d�;

where we see how in the integration process we need to know the values of x

in [t� � ; t] for each t where the vector �eld is de�ned.

2.1.2 Existence and uniqueness theory

The existence and uniqueness theory for delay equations can be derived from

the more general theory of functional di¤erential equations. Since we intend

to consider only equations of the form (2.2) we will not make use of the

full generality available. Nevertheless, the more general theory leads to a

presentation that is simpler and also bene�ts from an analogy with similar

results in the theory of ordinary di¤erential equations.

We now state the basic theory of DDEs.
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Lemma 2.1 [49] Let � 2 R and ' 2 C be given and f be continuous on the

product R � C. Then, �nding a solution of equation (2.2) through (�; ') is

equivalent to solving the integral equation:

x (t) = ' (�) +

Z t

�

f (s; xs) ds for t � �; and x� = ':

Lemma 2.2 [49] If x 2 C([�� � ; �+A];Rn); then, xt is a continuous func-

tion of t for t 2 [� � � ; � + A]:

Proof. Since x is continuous on [��� ; �+A]; it is uniformly continuous and

thus 8" > 0; 9� > 0; such that jx(t)� x(s)j < " if jt� sj < �: Consequently

for t; s in [�; � + A]; jt� sj < �, we have jx(t+ �)� x(s+ �)j < ";8� 2

[�� ; 0]:

The existence and uniqueness of the solutions of DDEs are given by the

following Theorems.

Theorem 2.1 (Local existence, [49]) Suppose 
 is an open subset in R�C

and f : 
! Rn is continuous. For any (�; ') 2 
, there exists a solution of

equation (2.2) through (�; '):

De�nition 2.4 ( Lipschitzian, [49] ). We say f(t; ') is Lipschitz in ' in

a compact set K of R � C if there is a constant k > 0 such that, for any

(t; 'i) 2 K; i = 1; 2;

jf(t; '1)� f(t; '2)j < k j'1 � '2j :

Theorem 2.2 (Existence and uniqueness, [49] ) Suppose 
 is an open

set in R � C; f : 
 ! Rn is continuous, and f(t; ') is Lipschitzian in ' in

each compact set in 
. If (t0; ') 2 
 , then there is a unique solution of Eq.

(2.2) through (t0; ').
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Proposition 2.1 (Global existence, [9] ). If f is at most a¢ ne i.e.

f(t; ') � a + b j'j ; with a; b > 0; then there exists a global solution of the

equation (2.2) i.e. 8', the solution x(�; ') is de�ned on [A;1[:

In the following we also require continuous dependence of solutions on

initial conditions, for which the following theorem gives a result analogous

to that for ordinary di¤erential equations.

Theorem 2.3 ( Continuous dependence, [9] ). Suppose x is a solution

through (t0; ') of the equation (2.2) and that it is unique on [t0 � � ; �]: If

f(tn; 'n)g � R�C is a sequence such that (tn; 'n)! (t0; ') as n!1, then

for all su¢ ciently large n every solution xn through 'n exists on [tn � � ; �],

and xn ! x uniformly on [t0 � � ; �].

2.1.3 Neutral delay di¤erential equations

Now are ready to give the de�nition of an other class of delay di¤erential

equations so-called the Neutral delay di¤ferential equations (NDDEs).

De�nition 2.5 [49] Suppose that R � C is open with elements (t; '): A

function D : 
 ! Rn is said to be atomic at � on 
 if D is continuous

together with its �rst and second Fréchet derivatives with respect to '; and

D', the derivative with respect to ', is atomic at � on 
.

De�nition 2.6 [49] Suppose that 
 � R�C is open, f : 
! Rn, D : 
!

Rn are given continuous functions with D atomic at zero. The equation

dD

dt
(t; xt) = f (t; xt) ; (2.3)

is called the neutral delay di¤erential equation NDDE (D; f).
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If the delayed argument occurs in the highest order derivative of the state

we call it neutral functional di¤erential equation.

The following equations are some examples of neutral di¤erential equa-

tions

Example 2.1 [49] If � > 0, B is an n�n constant matrix, D (') = ' (0)�

B' (��) ; and f : 
 ! Rn is continuous, then the pair (D; f) de�nes an

NDDE,
d

dt
[x (t)�Bx (t� �)] = f(t; xt):

Example 2.2 [49] If � > 0; x is a scalar, D (') = ' (0) � sin (��) ; and

f : 
! Rn is continuous, then the pair (D; f) de�nes an NDDE,

d

dt
[x (t)� sin x (t� �)] = f(t; xt): (2.4)

Remark 2.2 Note that when x is continuous di¤erentiable, (2.4) is equiva-

lent to

x
0
(t)� (cosx (t� �))x

0
(t� �) = f(t; xt):

De�nition 2.7 [49] A function x is said to be a solution of (2.3) on [� �

� ; � + A] if there are � 2 R and A > 0 such that

x 2 C([� � � ; � + A];Rn); (t; xt) 2 
; t 2 [�; � + A];

D (t; xt) is continuously di¤erentiable and satis�es equation (2.3) on [�; � +

A]. For a given t0 2 R; ' 2 C, and (�; ') 2 
 , we say x(t; �; ') is a solution

of equation (2.3) with initial value ' at � or simply a solution through (�; ')

if there is an A > 0 such that x(t; �; ') is a solution of equation (2.3) on

[� � � ; � + A] and x�(�; ') = '; we say x(t; �; ') is a solution of (2.3) on

[� � � ;1), if for every A > 0, x(t; �; ') is a solution of equation (2.3) on

[� � � ; � + A] and x�(�; ') = '.
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Theorem 2.4 (Existence, [49]) If 
 is an open set in R�C and (t0; ') 2


, then there exists a solution of the NDDE (L; f) through (t0; '):

Theorem 2.5 (Existence and Uniqueness,[49]) If 
 is an open set in

R � C and f : 
 ! Rn as Lipschitz in on compact sets of 
, then, for any

(t0; ') 2 
, there exists a unique solution of the NDDE (D; f) through (�; ').

2.1.4 Method of steps

It is known that the exact solution of delay di¤erential equations can be

found just in some special cases. There is no uni�ed approach to solve the

delayed di¤erential equations, even in the linear case. The theory of ordinary

di¤erential equations gives various methods to obtain analytical solution (e.g.

the variation of constants method, the separation of variables method and

others). But these methods are inapplicable dealing with delay di¤erential

equations. Hence qualitative and numerical analysis of these equations gather

great importance. The method of steps was �rst proposed by Bellman and

Cooke [14]. This approach, furnishes a method of �nding explicit solutions.

The desired solution is found on successive intervals by solving ordinary dif-

ferential equations without delays in each interval. As an illustration to this

approach, consider the DDE:8<: x0 (t) = f(t; x(t); x(t� �)); t � t0

x (t) = '0 (t) ; t0 � � � t � t0:
(2.5)

For such equations the solution is constructed step by step as follows:

Given that a function '0 (t) continuous on [t0 � � ; t0], therefore one can

obtain the solution in the next step interval [t0; t0+� ] by solving the following

ordinary di¤erential equation:

x0(t) = f(t; x(t); '0(t� �)) = g0(t; x(t); for t0 � t � t0 + � :
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Under suitable hypotheses on g0, existence and uniqueness of a solution of

this equation (hence a solution of (2.5)) on [t0 � � ; t0] can be established.

Denoting this solution by '1 (t) and restricting equation (2.5) to the interval

[t0 + � ; t0 + 2� ], we �nd the ordinary di¤erential equations

x0(t) = f(t; x(t); '1(t� �)) = g1(t; x(t) for t0 + � � t � t0 + 2� ;

with the initial condition x(t0+�) = '1(t0+�), for which we can again estab-

lish existence and uniqueness of a solution '2. Thus we have now extended

the solution x to the interval [t0+ � ; t0+2� ], and we now have a formula for

x(t) when t 2 [t0 � � ; t0 + 2� ].

In general, by assuming that 'k�1(t);8(k = 1; 2; :::) is de�ned on the

interval [t0+ (k� 2)� ; t0+ (k� 1)� ], then, one can �nd the solution 'k(t) to

the equation:

x0(t) = f(t; x(t); 'k�1(t� �)); for t0 + (k � 1)� � t � t0 + k� ;

with the initial condition x(t0 + (k � 1)�) = 'k�1(t0 + (k � 1)�): We can

continue this process inde�nitely, showing that the uniquely de�ned x(t)

exists on [t0 � � ;1):

Remark 2.3 The method of steps can be extended to di¤erential equations

with other types of delays, such as multiple delays, variable delay and even

state dependent delay or for neutral systems. The di¢ culty is to locate the

primary discontinuities.

De�nition 2.8 [37] If the solution of a DDE and its derivatives of order �

are continuous at some point in the time interval, but the derivative of order

�+ 1 is not, then such a point is called a primary discontinuity of the given

problem.
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Theorem 2.6 [37] The points �� := �� the primary discontinuities of prob-

lem (2.5). More precisely, x(�) is continuous at �� but x
(�+1) is, in general,

not, even if the functions ' and f have continuous derivatives of all orders.

Proof. See [37]. Note that, as t increases, the solution becomes smoother.

In fact, at the initial point t = 0, the �rst derivative x0(t) has a primary

discontinuity, since the integrable equation

x0(t) = f(t; x(t); '(t� �)); t 2 [0; � ] ;

may satisfy the condition x(0) = '(0), but it is unlikely to satisfy the

additional condition x0(0+) = '0(0�): Only for special choices of the ini-

tial function '(t) is it possible to guarantee continuity of the derivative

of the solution at point 0, for such a function must satisfy the condition

'0(0�) = f(0; '(0); '(��)):

Example 2.3 We illustrale this method by using the special cases of equation

(2.5), the following is an example presented in [106]. Let

x0(t) = ax(t� �); t 2 [0;+1);

x(t) = 1; t 2 [�� ; 0] ;

where a is positive constant. Using the method of steps, it is easy to see that

the solution x (t) is a piecewise polynomial. On each subinterval [i� ; (i+ 1)� ] ;

x (t) is an (i+ 1)-th. order polynomial, i.e.,

x(t) =

i+1X
j=1

aj

j!
(t� (j � 1)�)j; i 2 N:

It is also clear that integer multiples of � are primary discontinuities for this

particular problem.
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As a generalization of (2.5), we consider

x0(t) = f(t; x(t); x(t� � (t)); x0(t� � (t))); t 2 [0; a] ;

where t� � (t) is a strictly increasing function and

0 < � (t) � t; a = inf
t�0
ft� � (t)g :

Remark 2.4 The method of steps can be extended to delay di¤erential equa-

tions with additive noise term ( see chapitre 3).

2.2 Stability of delay di¤erential equations

In 1982, Lyapunov introduced the concept of stability of a dynamic system.

To make the stochastic stability theory more understandable ( in chapitre 3

and 4) let us recall a few basic facts on the theory of stability of deterministic

systems described by delay di¤erential equations. For a greater amount of

results, we refer [9],[20] ; [37] ; [39] ; [42] ; [43] ; [56]� [59] as main sources.

Motivation

A fundamental problem in the theory of di¤erential equations is to study the

motion of the system using the vector �eld that induces the di¤erential equa-

tions. Qualitative analysis involves questions of the type: Do the solutions

go to in�nity, or do they remain bounded within a certain region? What con-

ditions must a vector �eld satisfy in order for the solutions to remain within

a given region? Do nearby solutions act similarly to a particular solution of

interest?

These are questions of qualitative type, in contrast with analytic methods

which tend to search for a formula to express each solution of a di¤erential
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equation. As our vector �elds get more complicated, such as when one goes

from ordinary di¤erential equations to functional di¤erential equations, an-

alytic methods go out the window, since solving the equations becomes even

more impossible. Thus qualitative methods take the leading role.

This section presents generalization of the Lyapunov method to DDEs.

The stability notions are de�ned, and Lyapunov-Krasvoskii and Lyapunov-

Razumikhin stability theorems are stated. First, we will recall su¢ cient

stability results for our purposes, though there are many small variations of

similar results for each di¤erent type of stability behavior we de�ne, such as

for stability, asymptotic stability,..., etc. We will concentrate on asymptotic

stability results, since that is the kind of stability that the results developed

ahead will treat.

De�nition 2.9 A point x(t) = xe in the state space is said to be an equi-

librium point of the autonomous system x0 = f (x) if and only if it has the

property that whenever the state of the system starts at xe; it remains at xe

for all future time.

Let each t0 2 J , D � Rn; ' 2 C([t0 � � ; t0]; D) induce an initial value

problem

x0 (t) = f (t; xt) for t � t0

xt0 = ':
(2.6)

We have f : J � C([t0 � � ; t0]; D) ! Rn with J � R an in�nite interval of

the form [a;1); a � 0, we can assume J = R+ = [0;1) for simplicity. We

suppose that f is continuous and is supposed to satisfy all the conditions

which guarantee a solution.

For stability analysis, we assume that 0 2 D, which implies that 0 2

C([t0 � � ; t0]; D) and that f(t; 0) = 0 for all t 2 J . Thus 0 is an equilibrium

solution.
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Remark 2.5 Of course, just as we did for ODEs, we can study the trans-

lation of a nonzero equilibrium solution t ! z(t) of a FDE y
0
(t) = g(t; yt)

by de�ning the change of variable x(t) = y(t) � z(t) and obtaining a new

vector �eld f(t; xt) with a zero equilibrium. Thus, studying the stability of

the trivial solution z(t) = 0 is su¢ cient.

In the following, we state the de�nitions of the stability notions of DDEs.

De�nition 2.10 [49] The zero solution of (2.6) is said to be

1: Stable, if for every " > 0 and t0 2 J; there exists a � (t0; ") > 0 such that

if

[' 2 C([t0 � � ; t0]; D) with k'k� < � and t � t0]) jx (t; t0; ')j < ";

2: Unstable, if it is not stable,

3: Uniformly Stable, if � of (1) is independent of t0,

4: Asymptotically stable, if it is stable and if 8t1 � t0; 9� > 0 such that

if

[' 2 C([t1 � � ; t1]; D) with k'k� < � and t � t1]) jx (t; t1; ')j ! 0 as t!1;

5: Uniformly asymptotically stable, if it is uniformly stable and if there

exist � > 0 and for 
 > 0;9T > 0 such that

[t1 � t0; ' 2 C([t1 � � ; t1]; D) with k'k� < � and t � t1 + T ]) jx (t; t1; ')j < 
;

6: Exponentially stable, if there exist positive constants �, k and � such

that

jx (t; t0; ')j � k k'k� e��(t�t0); whenever k'k� < �; and t � t0;

7: Globally exponentially stable, if (6) holds with an arbitrary large

constant �.
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2.2.1 Lyapunov�s direct method

Just as in the case of ODEs, it is possible to derive su¢ cient conditions

for the stability of DDEs of the form of (2.6) through the use of auxiliary

functions. It is possible to follow the approach used in the ODE system

case directly, however, the in�nite dimensional character of the functional

di¤erential equation system (2.6) makes the issue here more complicated.

The evolution of the system from time t is now dependent not on t and

x(t), as is the case with ODEs, but on t and the function xt. Consequently,

it should be expected that the Lyapunov function will now in fact be a

functional, of the form V (t; xt). It is this functional character that makes

this approach more di¢ cult.

For DDEs, there are two main direct Lyapunov methods for stability

analysis: Krasovskii (1956) method of Lyapunov functionals [56; 57] and

Razumikhin (1956) method of Lyapunov functions [96] : we will recall them

later.

Lyapunov�Krasovskii approach

The use of Lyapunov Krasovskii-Lyapunov functionals is a natural gener-

alizations of the direct Lyapunov method of ODEs (1980), since a proper

state for DDEs is xt. It consists in selecting functionals, i.e. ( functions of

the functional state xt ) of the form V (t; xt), that are positive de�nite and

decreasing along the trajectories of system (2.6). The Lyapunov -Krasovskii

theorem is stated below.

Let V : R� C [�� ; 0] ! R be a continuous functional, and let x (t; �; ')

be the solution of (2.6) at time % � t with the initial condition xt = '. We
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de�ne the right upper derivative
�
V (t; ') along (2.6) as follows:

�
V (t; ') = lim sup

�t!0+

1

�t
[V (t+�t; xt+�t (t; '))� V (t; ')] :

Intuitively, a non-positive
�
V (t; ') indicates that xt does not grow with t,

meaning that the system under consideration is stable.

Theorem 2.7 (Lyapunov�Krasovskii Theorem, [57]). Suppose f : R�

C [�� ; 0] ! Rn maps R� ( bounded sets in C [�� ; 0] ) into bounded sets

of Rn and that u; v; w : R+ ! R+ are continuous non decreasing functions,

u(s) and v(s) are positive for s > 0, and u (0) = v(0) = 0. The trivial

solution of (2.6) is uniformly stable if there exists a continuous functional

V : R� C [�� ; 0] ! R+; which is positive-de�nite, i.e.

u (j' (0)j) � V (t; ') � v (k'kc) ;

such that its derivative along (2.6) is non-positive in the sense that

�
V (t; ') � �w (j' (0)j) :

If w (s) > 0 for s > 0, then the trivial solution is uniformly asymptotically

stable. If in addition lim
s!1

u (s) =1, then it is globally uniformly asymptoti-

cally stable.

The main idea behind the statement of this theorem is to determine a

positive de�nite functional V , such that its derivative with respect to time

along the trajectories of the system (2.6) is negative de�nite. The main

problem within the application of this theorem is the design functional and

then to provide some conditions that guarantee its positive de�niteness and

the negative de�niteness of its derivative.
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Lyapunov-Razumikhin approach

In this approach, the goal is to consider a classical Lyapunov function V (t; x(t)),

as the one employed for the delay free case ( i.e. for ordinary di¤erential equa-

tions ). The main idea of the Lyapunov-Krasovskii theorem is that it is not

necessary to ensure the negative de�niteness of
�
V (t; x(t)) along all the trajec-

tories of the system. Indeed, it is su¢ cient to ensure its negative de�niteness

only for the solutions that tend to escape the neighborhood of V (t; x(t)) � c

of the equilibrium. The di¢ culties associated with the utility of function-

als can, however, often be avoided by means of an approach due to another

Russian mathematician, Boris Sergeevich Razumikhin. In his (1956) work

[96], Razumikhin introduced the idea of considering a functional of the form

V (t; xt) = sup
�����0

V (t+ �; x(t+ �));

and then established conditions on the function V (t; x) that would ensure

that the functional V (t; xt) would be decreasing along the system trajecto-

ries. In this way, we study the properties of the functional indirectly, focusing

directly on the function V (t; x) which is generally signi�cantly easier to study.

To give a precise formulation of Razumikhin method, we consider a di¤eren-

tiable function V : R � Rn ! R+ and de�ne the derivative of V along the

solution x(t) of (2.6) as

�
V (t; x (t)) =

d

dt
V (t; x (t)) =

@V (t; x (t))

@t
+
@V (t; x (t))

@x
f (t; xt) :

This idea is formalized in the following theorem

Theorem 2.8 (Lyapunov-Razumikhin Theorem, [96]). Let x = 0 be a

solution of (2.6). Suppose that f : R � C ([�� ; 0]) ! Rn in (2.6) takes

R� ( bounded sets in C ([�� ; 0]) ) into bounded sets of Rn, and that u; v; w
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: R+ ! R+ are continuous non-decreasing functions, with u(s); v(s) > 0 for

all s > 0; u(0) = v(0) = 0, v is strictly increasing. Suppose further that there

exists a continuous function V : R�Rn ! R+, which is positive-de�nite, i.e.

i) u (jxj) � V (t; x) � v (jxj) ;8t 2 R+;8x 2 Rn; such that the derivative of

V along the solution x(t) of (2.6) satis�es,

ii)
�
V (t; x (t)) � �w (jx (t)j) if V (t+ �; x (t+ �)) < V (t; x (t)) ;8� 2 [�� ; 0] ;

where x(t) is any trajectory of (2.6). Then the solution x = 0 is uniformly

stable.

Proof. For arbitrary �xed � > 0, let us �x � in the range 0 < � < v�1(u(�)),

which may be done by virtue of the assumed properties of the functions u

and v. Now take any function ' 2 C such that k'k < �. Then, according to

property (i), we will have, for any t0,

V (t0 + �; ' (�)) < v (' (�)) � v (�) ;

for all � 2 [�� ; 0]. Let us now let x be the solution of (2.6) with initial data

xt0 = '. What this then tells us is that V (t0 + �; x(t0 + �)) � v (�) for all

� 2 [�� ; 0]:

Suppose that r is the earliest time after t0 such that V (r; x(r)) = � (�). As a

consequence of the above, we now know that we must have V (r + �; x(r + �)) <

v (�) for all � 2 [�� ; 0]. But then the condition within property (ii) of the

theorem must be satis�ed, which means that we have
�
V (r; x(r)) � 0. There-

fore, the continuity of V (:; x(:)) implies that

V (t; x(t)) � v (�) < u (�) ;

for all t � t0 � � . But condition (i) tells us that if jx(tj � � , then

V (t; x(t)) � u (�), and so we would have a contradiction. Consequently,

we conclude that, in fact, jx(tj < � for all t � t0 � � .
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Therefore, this shows that, given any � > 0, we can choose a � > 0 indepen-

dently of t0 such that whenever kxt0k < �, we must have jx (t)j < � for all

t � t0 � � . This is precisely the de�nition of uniform stability, and so the

theorem is proved.

Theorem 2.9 (Razumikhin Theorem for Uniform Asymptotic Sta-

bility, [96]) Suppose that all the assumptions of Theorem 2.8 are satis�ed

and also w(s) > 0 for s > 0. Suppose that, in addition, there exists a contin-

uous non-decreasing function q : R+ ! R+ satisfying q(s) > s for all s > 0

such that (ii) can be strengthened to

�
V (t; x(t)) � �w(jx(t)j) if V (t+ �; x (t+ �)) < q (V (t; x (t))) ;

for � 2 [�� ; 0] where x(t) is any trajectory of (2.6). Then the solution x = 0

is uniformly asymptotically stable. If in addition u(s)!1 as s!1, then

the solution x = 0 is globally uniformly asymptotically stable.

Lyapunov was interested in stability of mechanical systems, and Lya-

punov functions generalize the total energy function in mechanical or electri-

cal systems. That is why it is very often that in applications in these areas,

a good candidate for a Lyapunov function tends to be the sum of the kinetic

plus potential energy, or the Hamiltonian. When these energy functions fail

to act as Lyapunov functions ( or are not convenient enough, they might give

us stability, but not asymptotic stability, for instance ), a certain amount of

ingenuity and experience is required to �nd a suitable function.

The following example uses the previous result. It is taken from Y.

Kuang [60] :

Example 2.4 [60] Consider the linear delay di¤erential equation

x0 (t) = �a (t)x (t)� b (t)x (t� � (t)) ; (2.7)
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where a; b 2 C (R+;R) and � 2 C (R+;R+) are bounded continuous func-

tions, a (t) > 0; � (t) > 0; � 0 (t) < 1:

If b(t) = 0, then (2.7) becomes an ordinary di¤erential equation; a triv-

ial Lyapunov function is V1(x(t)) = x2(t)n2; or equivalently, if viewed as a

functional, then V1(�) = �2(0)n2: Its derivative a long the solution of (2.7) is

�
V1(x(t)) = x (t) [�a (t)x (t)� b (t)x (t� � (t))]

= �a (t)x2(t)� b (t)x (t)x (t� � (t)) :

We cannot determine the sign of
�
V1; since we do not know the ratio of x (t) nx (t� � (t)) :

In order to �nd a Lyapunov functional V , we want to generate a term like

�x2 (t� � (t)) in the
�
V for the equation (2.7). Let us apply the Theorem of

Krasovskii to this example with

V (�) =
1

2
�2 (0) + �

Z 0

��(t)
�2 (s) ds;

where � > 0 is a constant, or equivalently,

V (xt) = V (t; xt) =
1

2
x2 (t) + �

Z 0

��(t)
x2 (t+ �) d�:

We have

�
V (xt) = (�a (t)� �)x2(t)� b (t)x(t)x (t� � (t))

��
�
1� �

0
(t)
�
x (t� � (t)) ;

sinceZ 0

��(t)
x2 (t+ �) d� =

Z t

t��(t)
x2 (�) d� and

d

dt

Z 0

��
x (t+ �) d� = x (t)�x (t� �) :

Clearly, if

b2(t) < 4 (a(t)� �)
�
1� �

0
(t)
�
�; (2.8)
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then
�
V (xt) < 0: Let �(t) < � , where � is a positive constant; u(s) = s2n2,

�(s) = ((1n2) + ��)s2. Then,

u(k� (0)k) � V (t; �) � �(k�k):

If � > 0 satis�es (2.8), then there may be a positive constant � > 0 such that

�
V (xt) � ��x2 (t) :

Thus, we may take w(s) = ��s2. By Theorem 2.7, we know x = 0 is

uniformly asymptotically stable. Indeed, since (2.7) is linear, we see that all

solutions of (2.7) tend to x = 0 if (2.8) is true for some positive constant �.

When a; b and � are constants, (2.8) reduces to

b2 < 4(a� �) � a2;

which implies that if jbj < a, then x = 0 is globally asymptotically stable; i.e.,

lim
t!+1

xt(�) = 0 for � 2 C. Note that the length of delay � is not restricted.

Now, we will study very standard delay di¤erential equation, it was pro-

posed by Burton ( see [22] ). In his paper, the author compared results from

a certain application of �xed point theory with a certain common Lyapunov

functional. Burton proved that under one set of assumptions we obtain bet-

tre results using contraction mapping, while better results are obtained using

Lyapunov theory under a di¤erent set of assumptions.

Example 2.5 [22] Consider the linear delay di¤erential equation

x
0
(t) = b(t)x(t� �); (2.9)

the equation (2:9) can be written as the form

x0 (t) = �b(t+ �)x(t) +
d

dt

Z t

t��
b(s+ �)x(s)ds; (2.10)

where � > 0 is a constant, b : [0;1) ! R is a bounded and continuous

function.
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Although we can treat solutions with any initial time, we will always look

at a solution x(t) := x(t; 0; ') where ' : [�� ; 0] ! R is a given continuous

initial function and x(t; 0; ') = '(t) on [�� ; 0]. Burton [22] obtained the

following results as follows:

Theorem 2.10 [22] If there is � > 0 with

b(t+ �) � �; for all t � 0; (2.11)

an � > 0 with

b(t+ �)

Z t

t��
b(s+ �)ds� 2 + � � ��; for all t � 0; (2.12)

and if there is a 
 > 0 with


[b(t) + b(t+ �)] � (�n2)b(t+ �); for all t � 0; (2.13)

then the zero solution of (2.9) is uniformly asymptotically stable.

Proof. Rewrite (2.9) in the following equivalent form�
x(t))�

Z t

t��
b(s+ �)x(s)ds

�0

= �b(t+ �)x(t):

By constructing the following the Lyapunov functional V (t; xt) = V1 (t; xt)+

V2 (t; xt) ; we select a �rst Lyapunov functional as

V1 (t; xt) =

�
x(t)�

Z t

t��
b(s+ �)x(s)ds

�2
+

Z 0

��

Z t

t+s

b(u+ �)x2(u)duds;

so the derivative along a solution of (2.9) satis�es
�
V 1 (t; xt) � ���x2:

Now, we need to select a second Lyapunov functional and add them together

to make a positive de�nite Lyapunov functional. De�ne

V2 (t; xt) = 


�
x2(t) +

Z t

t��
b(s+ �)x2(s)ds

�
;
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so the derivative along a solution of (2.9) satis�es
�
V 2 (t; xt) � (�n2) b(t+�)x2:

Then we have
�
V (t; xt) � � (�n2) �x2: We can now �nd wedges with

u(jx(t)j) � V (t; xt) � �(kxtk);

and, since (2.11) and (2.12) imply that x(t) is bounded, conclude that the

zero solution is uniformly asymptotically stable.

Example 2.6 [22] Let b(t) = 1:1 + sin t in (2.9), we have

x
0
(t) = � (1:1 + sin t)x(t� �): (2.14)

Theorem 2.10 holds if there is an " > 0 such that

2:1 (1:1� + 2 sin (�n2))� 2 + � < �": (2.15)

Using a rough estimate ( taking sin (�n2) = �n2 ), we have that � < 0:37:

Therefore, the zero solution of (2.9) is asymptotically stable if � < 0:37:

2.2.2 Fixed point methods

In 1922, the Polish mathematician Stefan Banach established a remarkable

�xed point theorem known as the �Banach Contraction Principle� (BCP)

which is one of the most important results of analysis and considered as

the main source of metric �xed point theory. It is the most widely applied

�xed point result in many branches of mathematics because it requires the

structure of complete metric space with contractive condition on the map

which is easy to test in this setting. The BCP has been generalized in many

di¤erent directions. In fact, there is vast amount of literature dealing with

extensions / generalizations of this remarkable theorem.
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De�nition 2.11 Let H be a mapping in the set M . We call �xed point of

H any point x satisfying H (x) = x: If there exists such x, we say that H has

a �xed point, which is equivalent to saying that the equation H (x) � x = 0

has a null solution.

De�nition 2.12 Let (X; d) be a complete metric space. The operator H :

X ! X is called the contraction operator, if there exists a constant 0 < � < 1

such that

8x; y 2 X; d (H (x) ;H (y)) � �d (x; y) :

To prove our main result we will use a classical contraction mapping

principle. We recall it below for the readers convenience.

Theorem 2.11 [92] (Banach�s �xed point theorem) (see Smart, 1974)

Let H be a contraction operator on a complete metric space X, then there

exists a unique point x� 2 X such that H(x�) = x�:

Hence, to solve a problem using a �xed point approach we have to identify

( see Chen [30] ):

(a) a set S consisting of points which would be acceptable solutions;

(b) a mapping P : S ! S with the property that a �xed point solves the

problem;

(c) a �xed point theorem stating that this mapping on the set S will have

a �xed point.

The following steps represent the way in which we can establish stability

of the zero solution of a delay di¤erential equation by applying �xed point

theory.
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Step 1. An examination of the di¤erential equation reveals that for a

given initial time � there is an initial interval we denote it to be E� and we

require an initial function � : E� ! Rn. We then must determine a set S of

functions ' : E� [ [�;1) ! Rn with '(t) = �(t) on E� which could serve

as acceptable functions. Usually, this means that we would ask some other

conditions on ', for example, the boundedness, and sometimes we require

that '(t)! 0 as t !1.

Step 2. Next, invert the di¤erential equation and de�ne a mapping P

from S to S.

Step 3. Finally, we select a �xed point theorem which will show that the

mapping P has a �xed point in S:

Notice that the process of application of a �xed point method relies on

three principles: an elementary variation of constants formula, a complete

metric space and the contraction mapping principle. Moreover, in one step,

a �xed point argument yields existence, uniqueness and stability. Hence, our

major problem, when using �xed point theory to deal with stability analysis,

is to de�ne a suitable Banach space and a suitable mapping.

Let us continue to work on our �rst example:

In the following, some results are presented to illustrate the application

of a �xed point method. We return to study the equation (2.9), where b :

R+ ! R is bounded and continuous, and � is positive constant.

x0 (t) = �b (t)x (t� �) :

Denote x(t) = x(t; 0; ') 2 R where ' : [�� ; 0]! R is a given continuous

initial condition and x(t; 0; ') = ' (t) on t 2 [�� ; 0]: It is then known that

there is a unique continuous solution x(t) satisfying (2.9) for t > 0 and with

x(t) = ' (t) on [�� ; 0].
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For this, we build a mapping that inverts (2.9), We now re-write this

equation (2.9) in an equivalent form, or, on the other hand, rewrite the

equation (2.9) as integral equation suitable for the Banach Theorem.Z t

0

�
x (u) e

R u
0 b(s+�)ds

�0
du =

Z t

0

e�
R u
0 b(s+�)ds

d

du

�Z u

u��
b(s+ �)x(s)ds

�
du:

(2.16)

As a consequence, we arrive at

x (t) = ' (0) e�
R t
0 b(s+�)ds +

Z t

t��
b(u+ �)x(u)du� e�

R t
0 b(s+�)ds

Z t

t��
b(u+ �)x(u)du

�
Z t

0

b(s+ �)e�
R t
s b(u+�)ds

Z s

s��
b(u+ �)x(u)du ds. (2.17)

Let C be the space of all continuous functions from R! R and with this

intial function ', set

S := fx 2 C (R) : x (t) = ' (t) if t � 0; x (t)! 0; as t!1g :

S is a complete metric space under the metric

� (x; y) := sup
t�0
jx (t)� y (t)j :

Theorem 2.12 [22] Suppose there exists a constant 0 < � < 1 such that,Z t

t��
jb(s+ �)j ds+

Z t

0

jb(s+ �)j e�
R t
s b(u+�)du

Z s

s��
jb(u+ �)j du ds � �;

(2.18)

for all t � 0. As we are interested in asymptotic stability we will needZ t

0

jb(s+ �)j ds!1 as t!1: (2.19)

Then for every continuous initial function ' : [�� ;1)! R, the solution

x(t) = x(t; 0; ') of (2.9) is bounded and tends to zero as t ! 1. Then

every solution x(t; 0; ') of (2.9) with small continuous initial function '(t),
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is bounded and approaches zero as t ! 1. Moreover, the zero solution is

stable at t0 = 0.

Proof. Let (S; k:k) be the Banach space of bounded and continuous functions

' : [�� ; 0] ! R with the supremum norm. Let (B; k:k) be the complete

metric space with supremum norm consisting of functions x 2 B such that

x(t) = '(t) on [�� ; 0] and x(t)! 0 as t!1: In order to apply the Banach

�xed point theorem, we need to prove that P maps S to S: Use (2.17) to

de�ne the operator P : S to S by

(Px) (t) = ' (t) on [�� ; 0] ;

(Px) (t) = ' (0) e�
R t
0 b(s+�)ds +

Z t

t��
b(u+ �)x(u)du

�e�
R t
0 b(s+�)ds

Z t

t��
b(u+ �)x(u)du (2.20)

�
Z t

0

b(s+ �)e�
R t
s b(u+�)ds

Z s

s��
b(u+ �)x(u)du ds if t � 0.

Clearly, Px : R ! R is continuous, and by de�nition (Px)(0) = '(0), and

from (2.18) it follows that P is bounded. Also, P is a contraction by (2.18).

We can show that the last term tends to zero by using the classical proof

that the convolution of an L1 -function with a function tending to zero, does

also tend to zero. Here are the details. Let x 2 B be �xed and let 0 < T < t.

Denote the supremum of jxj by k:k and the supremum of jxj on [T;+1) by

k:k[T;+1). Consider (2.18) and (2.19). We haveZ t

0

jb(s+ �)j e�
R t
s b(u+�)du

Z s

s��
jb(u+ �)x(u)j duds

�
Z T

0

jb(s+ �)j e�
R T
s b(u+�)ds

Z s

s��
jb(u+ �)j duds kxk e�

R t
T b(u+�)du

+

Z t

T

jb(s+ �)j e�
R t
s b(u+�)ds

Z s

s��
jb(u+ �)j duds kxk[T��;+1)

� � kxk e�
R t
T b(u+�)du + � kxk[T��;+1) :
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For a given " > 0 take T so large that � kxk[T��;+1) < "n2. For that �xed

T , take t� so large that � kxk e�
R t
T b(u+�)du for all t > t�. Then have that last

term smaller than � for all t > t�. By the contraction mapping theorem there

exists a �xed point x 2 B , which solves (2.9), for each ' 2 C (�0) ; and by

the de�nition of B we have that x(t) = x(t; t0; ')! 0 as t!1:

Example 2.7 [22] Consider the di¤erential equation

x
0
(t) = � (1 + 2 sin t)x(t� �); (2.21)

where 0 < � < 1: The zero solution of (2.21) is asymptotically stable when

(� + 4 sin(�n2))) (2 + 2e2) < 1 this is approximately 0 � � < 0:02:

Since 1+ 2 sin t changes sign for t � 0; Theorem 2.10 is not applicable to

Example 2.7. Consider Example 2.6 by using Theorem 2.12, we obtain that

the zero solution of (2.14) is asymptotically stable if 2(1:1� +2 sin(�n2)) < 1:

This is approximated by 0 < � < 0:2, compared to � < 0:37 by using

Luypunov�s direct method.

Example 2.8 [22] In (2.9), let b(t) = 1:1+sin t: The conditions of Theorem

2.12 are satis�ed if (� + 4 sin(�n2))) (2 + 2e2) < 1: This is approximated by

0 < � < 0:2:

Remark 2.6 From the above discussion, we �nd it is very di¢ cult to �nd a

way to interpret a relation between the �xed point condition (2.18) and the

Lyapunov condition (2.12). Sometimes one is better than the other. Some-

times the �xed point condition gives results when the Lyapunov condition can

not. Nonetheless, the success of the contraction mapping method for delayed

di¤erential equations in [20; 30; 88; 100; 104; 105] was, in the author�s opin-

ion, su¢ cient justi�cation to begin the study of this method in more complex

systems.
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CHAPTER 3

Existence of solutions and stability for stochastic

delay di¤erential equations
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In this chapter we will concentrate on stochastic functional di¤erentialequations (SFDEs). In SFDEs the drift, di¤usion coe¢ cients depend on

the past of the solution, while in SDEs the coe¢ cients just depend on the

present. Obviously an SDE belongs to the class of SFDEs with zero time de-

lay but stability theory of SFDEs and SDEs has signi�cant di¤erences. Also

SFDEs contain an important class of stochastic delay equations (SDDEs),

which (in the Brownian motion case) have found a number of applications

to e.g. mathematical �nance ( see e.g. Kazmerchuka, Swishchukb, and Wu

[64] ). Stochastic functional di¤erential equations appear in many di¤erent
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contexts including the study of materials with memory ( viscoelastic materi-

als ), mathematical demography and population dynamics ( see Mohammed

[78] ).

3.1 Basic facts on stochastic stability

Stability in the deterministic or stochastic case means insensitivity of the

system to changes i.e. whether small changes in the initial condition lead

to small changes (stability) or to large changes (instability) in the solution

of the system. Starting from a small vicinity of the trivial solution of the

SDE we will investigate constraints on the parameters which ensures that

the solution of the SDE converges to the trivial solution. In a stable system,

trajectories which start very close to the origin remain close to the origin

after a long time has passed and for unstable systems they may have moved

a large distance away.

When we try to carry over the principles of the Lyapunov stability theory

for deterministic systems to stochastic ones, we face the following problems:

� What is a suitable de�nition of stochastic stability?

� What conditions should a stochastic Lyapunov function satisfy?

�With what should the inequality
�
V (t; x) � 0 be replaced in order to get

stability assertions?

In this part we shall answer these questions one by one. First, we will

describe the celebrated Lyapunov theorem and we will give an introduction

to the stochastic stability theory of SDEs.

3.1.1 Stability of stochastic di¤erential equations

Consider the n-dimensional stochastic di¤erential equation of Itô type
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dx(t) = f(t; x(t))dt+ g(t; x(t))dw(t) on t � t0; (3.1)

where f(t; x) is a function in Rn de�ned in [t0;+1) � Rn; and g(t; x) is a

n�m is a matrix, f; g are locally Lipschitz functions in x and w(t) is an m

-dimensional Wiener process. We assume

f(t; 0) = g(t; 0) = 0; for all t � t0;

which imply that system (3.1) admits a trivial equilibrium x = 0.

Throughout this section we shall assume that the assumptions of the

existence and uniqueness Theorem 1:10 are ful�lled ( see chapiter 1). Hence,

for any given initial value x (t0) = x0 2 Rn, equation (3.1) has a unique

global solution that is denoted by x (t; t0; x0).

Firstly, let us introduce a few necessary notations and de�nitions, for

which we can refer to [47; 59; 80] ; let K denote the family of all continuous

nondecreasing function � : R+ ! R+ such that � (0) = 0 and � (r) > 0 if

r > 0: And for h > 0; let Sh = fx 2 Rn : jxj < hg :

De�nition 3.1 [80] A continuous function V (t; x) de�ned on [t0;+1)�Sh
is said to be positive-de�nite ( in the sense of Lyapunov ) if V (t; 0) = 0 and,

for some � 2 K,

V (t; x) � � (jxj) for all (t; x) 2 [t0;+1)� Sh.

A function V is said to be negative-de�nite if �V is positive-de�nite (

negative de�nite and negative semide�nie are de�ned similarly with the in-

equatilies reversed).

A continuous nonnegative function V (t; x) is said to be decrescent ( i.e. to

have an arbitrarily small upper bound ) if for some � 2 K,

V (t; x) � � (jxj) for all (t; x) 2 [t0;+1)� Sh.
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A function V (t; x) de�ned on [t0;+1)�Rn is said to be radially unbounded

if

lim
jxj!1

inf
t�t0

V (t; x) =1:

Denote by C1;2 (R+ � Sh;R+) the family of all nonnegative function V (t; x)

de�ned on R+ � Sh such that they are continuously once di¤erentiable in t

and twice in x: De�ne the di¤erential operator L associated with equation

(3.1) by

L =
@

@t
+

nX
i=1

fi (t; x) :
@

@xi
+
1

2

nX
i;j=1

�
gT (t; x) g (t; x)

�
ij

@2

@xixj
:

The acts of L on a function V (t; x) 2 C1;2 (R+ � Sh;R+) is

L (V ) (t; x) =
@V

@t
+ fT :

@V

@x
+
1

2
Trace

�
gT :

@2V

@x2
:g

�
: (3.2)

By Itô�s formula, if x 2 Sh; then

dV (t; x(t)) = L (V ) (t; x (t))dt+
@V

@x
g(t; x(t))dw(t) on t � t0;

and this explains why the di¤erential operator L is de�ned as above. We

shall see that the inequality
�
V (t; x) � 0 will be replaced by LV (t; x) � 0 in

order to get the stochastic stability assertions.

Now we present the following theorems which give conditions for the

stability of the trivial solution of the stochastic system in terms of Lyapunov

function [80] :

Theorem 3.1 [80] i) If there exists a positive-de�nite function V (t; x) 2

C1;2 (R+ � Sh;R+) such that L (V ) (t; x) � 0 for all (t; x) 2 [t0;+1) � Sh;

then the trivial solution of the system (3.1) is stochastically stable.

ii) If there exists a positive-de�nite decrescent function V (t; x) 2 C1;2 (R+ � Sh;R+)

such that L (V ) (t; x) is negative-de�nite, then the trivial solution of the sys-

tem (3.1) is stochastically asymptotically stable.
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Stability theory for SDEs appears to be much richer than for determin-

iste systems. We will mainly focus on the three most important types of

stochastic stability, these being the following:

� stability in pobability

� moment stability

� almost sure stability

There also exists other types of stochastic stability but these may be

too weak from the point of view of practical signi�cance (e.g. asymptotic

convergence in probability see Kozin [63] Example 2:1 pp. 96).

We quote the following de�nitions from Mao [80].

De�nition 3.2 [80] i) The trivial solution of equation (3.1) is said to be

stochastically stable or stable in probability if for every pair of " 2 (0; 1) and

r > 0, there exists a � = � ("; r; t0) > 0 such that

P fjx(t; t0; x0)j < r for all t � t0g � 1� ";

whenever jx0j < �: Otherwise, it is said to be stochastically unstable.

ii) The trivial solution of equation (3.1) is said to be stochastically asymp-

totically stable if it is stochastically stable and moreover, for every " 2 (0; 1),

there exists a �0 = �0("; t0) > 0 such that

P
n
lim
t!1

x(t; t0; x0) = 0
o
� 1� ";

whenever jx0j < �:

iii) The trivial solution is said to be stochastically asymptotically stable in the

large if it is stochastically stable and, moreover, for all x0 2 Rn,

P
n
lim
t!1

x(t; t0; x0) = 0
o
= 1:
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De�nition 3.3 [80] The trivial solution of (3.1) is said to be almost surely

exponentially stable if

lim
t!1

sup
1

t
log jx(t)j < 0 a:s:; (3.3)

for all x0 2 Rn.

The quantity in the left hand side of (3.3) is called the sample Lyapunov

exponent.

De�nition 3.4 [80]. Assume that p > 0. The trivial solution of (3.1) is said

to be pth moment exponentially stable if there is a pair of constants � > 0

and C > 0 such that

E jx(t)jp � C jx0jp exp (�� (t� t0)) ; for all t > t0; (3.4)

for all x0 2 Rn.

When p = 2, it is usually said to be exponentially stable in mean square.

It follows from (3.4) that

1

t
(logE jx(t)jp) � 1

t
(logC jx0jp) +

1

t
log (exp (�� (t� t0))) ;

for all t > t0: Hence

lim
t!1

sup
1

t
(logE jx(t)jp) < ��:

So the trivial solution of (3.1) is pth moment exponentially stable if

lim sup
t!1

1

t
(logE jx(t)jp) < 0 a:s:; (3.5)

for all x0 2 Rn. The quantity in the left hand side of (3.5) is called the pth

moment Lyapunov exponent of the solution.
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The di¤erence between almost sure exponential stability and pth moment

exponential stability is that almost sure exponential stability implies that al-

most all sample paths of the solution will tend to the the equilibrium position

exponentially fast, while the pth moment exponential stability implies that

the pth moment of the solution will tend to zero exponentially fast.

It should also be pointed out that when g (t; x) = 0, these de�nitions

reduce to the corresponding deterministic ones.

3.1.2 Stability of stochastic functional di¤erential equa-

tions

In this section, we �rst give the general formulation of stochastic delay di¤er-

ential equations. Second, the existence and uniqueness theorem for SDDEs

will be discussed. Before giving this theorem, we introduce some de�nitions

to understand the conditions clearly. Stochastic delay di¤erential equations

(SDDEs) have become widespread in the last 30 years. Phenomena of time

delay occur in many di¤erent areas of the real world. Stochastic delay dif-

ferential equations are their mathematical re�ection. A description without

time delay is nowadays not to think of. In physics it is the time of trans-

portation of particles or information from one system to another. In �nancial

mathematics it is the time to react on developments in �nancial markets. In

econometrics time delay corresponds to the reaction time of the client to be-

have in a certain way. A �rst survey on the theory of SDDEs is presented in

Mohammed [78] and Mao [79] ; [80]. We shall consider SDDEs of the kind

dx(t) = f(t; xt)dt+ g(t; xt)dw(t) on t � t0: (3.6)

Let f : [t0; T ] � C!Rn , g : [t0; T ] � C!Rn�m; 0 < t0 < T < 1. We
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impose the initial data:

xt0 = ' = f' (�) : �� � � � 0g is an Ft0 �measurable;

C ([�� ; 0];Rn)� valued random variable such that E k'k2 <1:
(3.7)

Let (
;F ;P) be a complete probability space with �ltration fFtgt�0 sat-

isfying the usual conditions and w (t) = (w1(t); w2(t); :::; wm(t))
T ; t � 0;

be an m-dimensional standard Brownian motion on that probability space

(
;F ;P). We let xt 2 C, be de�ned by xt = fx(t+ �) : �� � � � 0g is the

past history of the state, where � > 0 denotes the length of memory. We

exclude the case � =1 which has been treated in Riedle [95].

� In the case � = 0 the system (3.6) is a stochastic ordinary di¤erential

equation. This means that SDEs are actually a kind of SDDE.

� SDDEs are actually a kind of stochastic functional di¤erential equa-

tions (SFDEs). Stochastic delay di¤erential equation, stochastic di¤erential

equation with delay, stochastic di¤erential equation with memory all have

the same meaning.

� If the function g does not depend on x, we say that the above equation

has an additive noise.

� If the function f and g do not depend on t explicitly, we call the above

SDDE as autonomous SDDE.

De�nition 3.5 [79] An Rn-valued stochastic process x(t) on t0 � � � t �

T is called a solution to equation (3:6) with initial data (3.7) if it has the

following properties:

i) it is continuous and fxtgt0�t�T is Ft-adapted;

ii) ff(t; xt)g 2 L1w([t0; T ];Rn) and fg(t; xt)g 2 L2w([t0; T ];Rn�m);

iii) xt0 = ' and, for every t0 � t � T ,

x(t) = x(0) +

Z t

0

f (s; xs) ds+

Z t

0

g (s; xs) ds; a:s:
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A solution solution x(t) is said to be unique if any other solution x(t) is

indistinguishable from it, that is

P fx(t) = x(t) for all t0 � � � t � Tg = 1:

Let us now begin to establish the theory of the existence and uniqueness of

the solution.

Theorem 3.2 [79] Assume that there exist two positive constants K and K

such that

i) ( uniform Lipschitz condition) for all �, � 2 C ([�� ; 0];Rn) and t 2 [t0; T ] ;

jf (t; �)� f (t; �)j2 _ jg (t; �)� g (t; �)j2 � Kjj� � �jj2; (3.8)

ii) ( linear growth condition) for all (t; �) 2 [t0; T ]� C([�� ; 0] ;Rn)

jf(t; �)j2 _ jg(t; �)j2 � K
�
1 + jj�jj2

�
: (3.9)

Then there exists a unique solution x (t) to equation (3.6) with initial data

(3.7). Moreover, the solution belongs to M2
w ([t0 � � ; T ] ;Rn) :

We need a lemma in order to prove this theorem.

Lemma 3.1 [79] Let the linear growth condition (3.9) hold. If x(t) is a

solution to equation (3.6) with initial data (3.7), then

E
�

sup
t0���t�T

jx(t)j2
�
� (1 + 4Ejj'jj2)e3K(T�t0)(T�t0+4):

In particular, x(t) belongs to M2
w([t0 � � ; T ];Rn):

The proof can be shown by using Picard-Lindelof iterative method. The

detailed proof of the theorem can be found in [see, Mao, 1994].
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Firstly, let us to introduce some notations for the study of stability stochas-

tic functional di¤erential equations. Denote with H the space F0�adapted

random variables '; with ' (s) 2Rn for s � 0; and

k'k = sup
s�0

j' (s)j ; k'k21 = sup
s�0
E j' (s)j2 :

Let V : [0;1)�H !R be a functional de�ned for t � 0 and ' 2 H . Reduce

the arbitrary functional V (t; ') ; t � 0; ' 2 H to the form

V (t; ') = V (t; ' (0) ; ' (s)) ; s < 0;

and de�ne the function

V' (t; x) = V (t; ') = V (t; xt) = V (t; x; x (t+ s)) ; s < 0; xt = '; x = ' (0) :

Let D be the class of functionals V (t; ') for which the functions V' (t; x)

has continuous partial derivatives with respect to x of order two, and bounded

derivative for all t � 0:

For all V 2 D, the di¤erential operator L associated with equation (3.10),

where the initial conditions x0 = ' 2 H by

L (V ) =
@V'
@t

+ fT :
@V'
@x

+
1

2
Tr

�
gT :

@2V'
@x2

:g

�
:

Now we introduce the following de�nitions of stability for stochastic dif-

ferential delay equations [see, Kolmanovskki and Nosov, 1986].

De�nition 3.6 [59] i) the trivial solution of SFDEs (3.6) is said to be mean

square stable if for each " > 0; there exists � (") > 0 such that for any initial

process ' (�) ; the inequalities

sup
����0

E j' (s)j2 � � (") ;
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imply that E j(t; t0; ')j2 < " for t � 0 and exponentially mean square stable

if, for any positive constants c1 and c2,

E j(t; t0; ')j2 � c1 sup
����0

E j' (s)j2 exp (�c2t) ; t � 0;

ii) The trivial solution of SFDE (3.6) is said to be asymptotically mean square

stable if it is mean square stable and for all functions satisfying (3.6) we have

lim
t!1

E jx (t; t0; ')j2 = 0:

iii) The trivial solution of SFDE (3.6) is said to be stochastically stable if for

each "1 > 0 and "2 > 0; there exists a � > 0 such that for t > 0 the solution

x (t; t0; ') satis�es the inequality

P
�
sup
t�0
jx (t; t0; ')j � "1

�
� 1� "2;

provided that P fk'k � �g = 1:

The following theorem gives conditions for stability of equilibruim states

of as SFDE [see, Kolmanovskki and Nosov, 1986]:

Theorem 3.3 [59] : i) Suppose that there exists a functional V (t; ') 2 D

such that

c1E
�
jx (t)j2

�
� E (V (t; xt)) � c2 kxtk21 ;

and

E (LV (t; xt)) � �c3E
�
jx (t)j2

�
;

with ci > 0; i = 1; 2; where xt is the solution of system (3.6) verifying the

initial condition x0 = '. Then the trivial solution of system (3.6) is asymp-

totically mean square stable.

ii) Suppose that there exists a functional V (t; ') 2 D such that for all func-

tions

c1 j' (0)j2 � V (t; ') � c2 k'k2 ;
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and

LV (t; xt) � 0;

with ci > 0; i = 1; 2; where xt is the solution of system (3.6) verifying the

initial condition x0 = ', for all functions ' 2 H such that P fk'k � �g = 1

where � > 0 is su¢ ciently small. Then the trivial solution of system (3.6) is

stochastically stable.

It should also be pointed out that when g (t; xt) = 0, these de�nitions

reduce to the corresponding deterministic delay di¤erential equations (2:6) (

see chapitre 2).

Now, we analyze one example to illustrate the applicability of Lyapunov

function for stochastic delay di¤erential equations.

Using this idea we will prove stability conditions for the equations (3.13)

by contradiction. We will consider the solution of the appropriate equation

with a deterministic initial function (3.7) satisfying

sup
�����0

jx (�)j < �1; (3.10)

and assume that the solution is not stable. This, in turn, means that there

must exist some moment of time t = T > � which is a �rst exit time of the

solution from the stability domain with radius � > �1 about the origin. From

this it follows that, except for a subset of probability zero, trajectories satisfy

jx (T � �)j < x (T ) = �; (3.11)

so

E
�
jx (T � �)j2

	
< E jx (T )j2 = �2; (3.12)
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Example 3.1 [82] Consider the scalar linear di¤erential delay equation damped

with stochastic term

dx (t) = [�ax (t)� bx (t� �)] dt+ �dw(t); t � 0; (3.13)

where � > 0 is a constant delay, and a; b 2 R.

Theorem 3.4 If

a < � jbj � �2

2

1

jx (0)j2
; (3.14)

then the solution x(t) of (3.13) is mean square stable, where

a < � jbj : (3.15)

Proof. To prove condition (3.14) we pick a Lyapunov function V (x) = jxj2.

By Itô di¤erential rule the stochastic di¤erential of V (x(t)) is

dV (x(t)) =
�
2 jx(t)j (ax (t) + bx (t� �)) + �2

�
dt+ 2 jx(t)j�dw(t);

Integrating this relation from zero to t, taking the mathematical expecta-

tion of both parts, using the properties of the stochastic integral, and then

di¤erentiating with respect to t, we obtain

d

dt
E fV (x(t))g < E

�
2a jx(t)j2 + 2b jx(t)jx (t� �) + �2

	
< E

�
2a jx(t)j2 + 2 jbj jx(t)j jx (t� �)j+ �2

	
: (3.16)

Now assume that x (t) is not mean square stable, which implies that there

is some time t = T such that (3.12) holds. From (3.16) and (3.12) then we

obtain for t = T;

d

dt
E fV (x(t))g � 2 (a+ jbj)E jx(t)j2 + �2: (3.17)

Solving the di¤erential inequality (3.17) gives

E fV (x(t))g <
�
E fV (x(0))g+ �2

2 (a+ jbj)

�
e2(a+jbj)t � �2

2 (a+ jbj) : (3.18)
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Note that if a+ jbj < 0 holds, then e2(a+jbj)t < 1. Furthermore, assume that

E fV (x(0))g+ �2

2 (a+ jbj) > 0: (3.19)

Then (3.18) and (3.19) together imply that

E fV (x(t))g < E fV (x(0))g ; (3.20)

and since V (x) = jxj2, (3.20) becomes

E
�
jx(t)j2

	
< jx(0)j2 ;

Thus we conclude that

E
�
jx(T )j2

	
< jx(0)j2 < �21; (3.21)

which is clearly in contradiction with (3.12). Thus, with condition (3.19)

and a + jbj < 0, the assumption that there exists a �rst exit time T from

the stability domain is not valid. Consequently, we have proved mean square

stability of x(t) in the sense of De�nition 3.5 with " = � = �21. Rewriting

(3.19) gives the �nal form (3.14), which completes the proof.

3.2 Solving stochastic delay di¤erentials

The procedure for �nding the solution again depends on Itô formula, but it is

a little bit di¤erent than the way used in SDE because of the delay e¤ect that

we insert in the equation. We need to proceed step by step in the intervals

with equal step-size starting from the initial point. Now, let us examine the

following examples to understand the solution technique better and see the

di¤erence.
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Example 3.2 [1] Let us consider an example of SDDE such that the delay

e¤ects only the drift term and di¤usion term is a constant real number :

dx(t) = x(t� �)dt+ �dw(t); t � 0;

x(t) = '(t); t 2 [�� ; 0]:

We �rst check the conditions for the existence and uniqueness theo-

rem and then solve this SDDE with the given initial condition. Note that,

f(t; x; y) = y(t� �); g(t; x; y) = �; then

jf(t; x1; y1)� f(t; x2; y2)j = jy1 � y2j � jx1 � x2j+ jy1 � y2j ;

jg (t; x1; y1)� g(t; x2; y2)j = j� � �j � jx1 � x2j+ jy1 � y2j ;

for any x1; x2; y1; y2 2 R and t 2 R+: Moroever,

jf(t; x; y)j2 = jyj2 � 1 + jyj2 ;

jg(t; x; y)j2 = j�j2 � j�j2
�
1 + jxj2

�
:

As a result, given SDDE in the example has a unique strong solution and

that solution x(t) satis�es

E
�
sup

���t�T
jx(t)j2

�
<1; for all T > 0:

After we show that the solution is unique, we are ready to solve it by Itô

formula.

De�ne '(t) =: '1(t).

For t 2 [0; � ] : t � � 2 [�� ; 0] ; which implies that x(t � �) = '1(t � �)

and our SDDE actually de�nes the following SDE:

dx(t) = '1(t� �)dt+ �dw(t):
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Applying Itô formula for H(x) = x:

x(t) = '1 (0) +

Z t

0

'1(s1 � �)ds1 +

Z t

0

�dw(s1)

= '1 (0) +

Z t

0

'1(s1 � �)ds+ �w(t)

= '2 (t) :

For t 2 [� ; 2� ]: t � � 2 [0; � ]: Hence, x(t � �) = '2(t � �) and the equation

becomes:

dx(t) = '2(t� �)dt+ �dw(t):

Applying Itô formula for H(x) = x again.

x(t) = '2(�) +

Z t

�

'2(s2 � �)ds2 +

Z t

�

�dw(s2)

= '2(�) +

Z t

�

�
'1 (0) +

Z s2��

0

'1(s1 � �)ds1 + �w(s2 � �)

�
ds2 +

Z t

�

�dw(s2)

= '2(�) + '1 (0) (t� �) +

Z t

�

Z s2��

0

'1(s1 � �)ds1ds2

+�

Z t

�

w(s2 � �)ds2 + � (w(t)� w (�))

: = '3(t):

For t 2 [2� ; 3� ] : t� � 2 [� ; 2� ]: Thus, x(t� �) = '3(t� �) and the equation

turns to

dx(t) = '3(t� �)dt+ �dw(t):
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Applying Itô formula again:

x(t) = '3(2�) +

Z t

2�

'3(s3 � �)ds3 +

Z t

2�

�dw(s3)

= '3(2�) +

Z t

2�

�
'2(�) + '1 (0) (s3 � 2�) +

Z s3��

�

Z s2��

0

'1(s1 � �)ds1ds2

+

Z s3��

�

�w(s2 � �)ds2 + � (w(s3 � �)� w(�))] ds3 + � (w(t)� w(2�))

= '3(2�) + '2 (�) (t� 2�) +
Z t

2�

'1(0)(s3 � 2�)ds3

+

Z t

2�

Z s3��

�

Z s2��

0

'1(s1 � �)ds1ds2ds3

+

Z t

2�

Z s3��

�

�w(s2 � �)ds2ds3 +

Z t

2�

� (w(s3 � �)ds3 � w (�)) + � (w(t)� w(2�))

: = '4(t):

Notice that in this example, the calculations for t 2 [2� ; 3� ] quickly be-

came larger, and this is why the method of steps may not give us much

qualitative information about the solution, it might give an explicit formula,

but in general no essential properties of the solution are revealed. We can

repeat this procedure over the intervals [i� ; (i + 1)� ]; for i = 1; 2; 3; :::; and

construct the solution recursively for this SDDE. The recurrence relation for

the solution 'n(t) for t 2 [(n� 2)� ; (n� 1)� ] can be written as follow:

'n(t) =

8<: 'n�1(t)((n� 2)�) +
R t
(n�2)� 'n�1(s� �)ds+ � (w(t)� w((n� 2)�)) ; n = 2; 3; :::;

'1(t); n = 1;
:

Example 3.3 Consider the following SDDE:

dx(t) = x (t� 1) dt+ x(t� 2)dw(t); t 2 [0; 1];

with initial condition:

x(t) = '0(t) = t; for � 2 � t � 0:
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Hence to �nd the solution, consider the �rst time step interval [0; 1], i.e.,

consider:

dx(t) = '0(t� 1)dt+ '0(t� 2)dw(t);

which is reduced to:

dx(t) = (t� 1)dt+ (t� 2)dw(t);

and to solve this SDE by using the Itô formula to H(t; w(t)), let x(t) =

H(t; w(t)), then, we get:

H(t; w(t)) = H(0; 0) +

Z t

0

1

2

�
@2H

@x2
(s; w(s)) +

@H

@s
(s; w(s))

�
ds

+

Z t

0

@H

@x
(s; w(s))dw(s);

such that:

@2H

@x2
(s; w(s)) +

@H

@s
(s; w(s)) = s� 1;

@H

@x
(s; w(s)) = s� 2;

H(0; 0) = x0:

Hence
@H

@x
(s; w(s)) = s� 2, wich implies that:

H(s; x) = sx� 2x+ k(s): (3.22)

Therefore, substituting in the partial di¤erential equation:

1

2

@2H

@x2
(s; w(s)) +

@H

@s
(s; w(s)) = s� 1;

which implies k
0
(s) = s� 1� x; and therefore k(s) =

s2

2
� s� 2x+ c: Now,

substituting in Eq. (3.22), yields to:

H(t; x) =
1

2
t2 + x0 � t� 2x;
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and the candidate solution to the SDE is:

x(t) = H(t; w(t)) = x0 +
1

2
t2 � t� 2w(t):

In this example, it is so di¢ cult to �nd the solution for the next time interval,

unless when a newmethod is proposed or numerical methods are used to solve

for further time intervals [see, Al-Kubeisy, 2004].
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CHAPTER 4

Mean square asymptotic stability for stochastic

neutral di¤erential equations by the contraction

mapping principle

Contents

4.1 Statement of the problem and preliminaries . . 74

4.2 Stability of the zero solution . . . . . . . . . . . . 78

The goal of this chapter is to present a very recent work published in

[26] ; namely, Mimia Benhadri, Tomás Caraballo & Halim Zeghdoudi.

Stability results for neutral stochastic functional di¤erential equations via

�xed point methods. International Journal of Control,To link to this article:

https: //doi.org / 10.1080/00207179.2018. 1530431:

In this chapter we prove some results on the mean square asymptotic sta-

bility of a class of neutral stochastic di¤erential systems with variable delays
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by using a contraction mapping principle. Namely, a necessary and su¢ cient

condition ensuring the asymptotic stability is proved. The assumption does

not require neither boundedness or di¤erentiability of the delay functions,

nor do they ask for a �xed sign on the coe¢ cient functions. In particular,

the results improve some previous ones proved by [41] ;( Guo et al., 2017).

Finally, an example is exhibited to illustrate the e¤ectiveness of the proposed

results.

Keywords. Fixed points theory; Asymptotic stability in mean square;

Neutral stochastic di¤erential equations; Variable delays.

4.1 Statement of the problem and prelimi-

naries

In this section, we consider the following class of neutral stochastic di¤erential

systems with variable delays,

d

"
xi(t)�

nX
j=1

qij(t)xj(t� � j (t))

#
=

"
nX
j=1

aij(t)xj (t) +
nX
j=1

bij(t)fj (xj(t))

+

nX
j=1

cij(t)gj (xj(t� �j (t)))

#
dt+

nX
j=1

�ij(xj(t))dwj (t) ; t � t0;

(4.1)

for i = 1; 2; 3; :::; n; which can be written in a vector�matrix form as follows:

d [x(t)�Q (t)x(t� � (t))] = [A (t)x(t) +B(t)f (x(t)) + C(t)g (x(t� � (t))] dt

+� (x(t)) dw (t) ; t � t0; (4.2)

where x(t) = [x1(t); x2(t); ::; xn(t)]
T 2 Rn; and aij; bij; cij; qij 2 C (R+;R),

are continuous functions, A (t) = (aij(t))n�n ; B (t) = (bij(t))n�n ; Q (t) =

(qij(t))n�n, are real matrices and �(�) = (�ij(�))n�n is the di¤usion coe¢ cient

74



Chapter 4. Mean square asymptotic stability for stochastic neutral di¤erential
equations by the contraction mapping principle

matrix, f(x (t)) = [f1 (x1(t)) ; f2 (x2(t)) ; :::; fn (xn(t))]
T 2 Rn, g(x (t)) =

[g1 (x1(t)) ; g2 (x2(t)) ; :::; gn (xn(t))]
T 2 Rn; and � j; �j; j = 1; :::; n; which are

the variable delays, are continuous functions satisfying appropriate condi-

tions described below.

Let
�

;F , fFtgt�0 ;P

�
be a complete �ltered probability space and let

w(t) = [w1(t); w2(t); :::; wn(t)]
T be an n�dimensional Brownian motion on

(
;F ; fFtgt�0 ;P) such that fFtgt�0 is the natural �ltration of w (t) ( i.e Ft
is the completion of � fw (s) : 0 � s � tg ). Here C (S1; S2) denotes the set

of all continuous functions ' : S1 ! S2 with the supremum norm k:k.

Denote by x (t) = x (t; s; ') = (x1 (t; s; '1) ; :::; xn (t; s; '2))
T 2 Rn the

solution to (4.1) with a deterministic intial condition

xi(s) = 'i (s) for s 2 [m (t0) ; t0] ; for each t0 � 0; (4.3)

where

mj (t0) = min finf ft� � j (t) ; t � t0g ; inf ft� �j (t) ; t � t0gg ;

m (t0) = min fmj (t0) ; 1 � j � ng ;
(4.4)

and 'i (�) 2 C ([m (t0) ; t0] ;R) ; and s ! ' (s) = ('1 (s) ; :::; 'n (s))
T 2 Rn

belongs to the space C ([m (t0) ; t0] ;Rn) ; with the norm de�ned by k'k =
nX
i=1

supm(t0)�s�t0 j'i(s)j. Finally, E will denote expectation. Before proceed-

ing, we �rstly introduce some assumptions to be imposed later on

(A1) The delay functions � j; �j 2 C (R+;R+) ; with t � �j (t) ! 1 and

t� � j (t)!1 as t!1 for j = 1; 2; :::; n:

(A2) there exist nonnegative constants �j such that for all x; y 2 R;

jfj (x)� fj (y)j � �j jx� yj ; j = 1; 2; :::; n: (4.5)
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(A3) there exist nonnegative constants �j such that for all x; y 2 R;

jgj (x)� gj (y)j � �j jx� yj ; j = 1; 2; :::; n: (4.6)

(A4) there exist nonnegative constants Lij such that for all x; y 2 R;

j�ij (x)� �ij (y)j � Lij jx� yj ; i; j = 1; 2; :::; n: (4.7)

Throughout this paper, we always assume that

fj(0) = gj(0) = �ik(0) = 0; for i; j; k = 1; 2; : : : ; n (4.8)

thereby, problem (4.1) admits the trivial equilibrium x = 0:

Very recently, Guo et al. published in (2017) related results on the so-

lutions of a particular case of (4.1). More precisely, the following result was

established.

Theorem 4.1 [41] Suppose that assumptions (A1)�(A4) hold and that there

exist positive scalars ai such that, for all t � 0,
nX
i=1

("
nX
j=1

�
jqij(t)j+

Z t

0

e�ai(t�s) jaij(s)j ds

+

Z t

0

e�ai(t�s)ai jqij(s)j ds+
Z t

0

e�ai(t�s) jbij(s)j�jds

+

Z t

0

e�ai(t�s) jcij(s)j �jds
��2

+
2

ai

nX
j=1

L2ij

)
� 
 <

1

2
; (4.9)

where aij(t) = aij(t)(i 6= j), aii(t) = aii (t)+ai: Then, for any ' 2 C ([m (0) ; 0] ;Rn),

there exists a unique global solution x (t; 0; '). Moreover, the zero solution is

mean-square asymptotically stable.

Our objective here is to generalize Theorem A to the general case of equa-

tion (4.1) by proving a necessary and su¢ cient condition for the asymptotic

76



Chapter 4. Mean square asymptotic stability for stochastic neutral di¤erential
equations by the contraction mapping principle

stability of the zero solution. We also provide an example to illustrate our

results.

For each t0 � 0 and ' 2 C ([m (t0) ; t0] ;Rn) �xed, we de�ne X li
'i;t0

as the

following space of stochastic processes

X li
'i;t0

= fxi(t; !) : [m(t0);1)� 
! R which is

Ft � adapted and almost surely continuous

in t for �xed !,such that xi(t; :) = 'i (t)

for t 2 [m (t0) ; t0] ; kxikXli
'i;t0

� li for t � t0 and E jxi(t)j2 ! 0 as t!1g ;

where kxi(t; !)kXli
'i;t0

=
�
E
�
supt�m(t0) jxi(t)j

2��1n2.
Now, we denote X l

';t0
= X l1

'1;t0
�X l2

'2;t0
:::�X ln

'n;t0
; which can be rewritten

as
X l
';t0

= fx(t; !) : [m(t0);1)� 
! Rn which is

Ft � adapted and almost surely continuous

in t for �xed !, such that x(t; :) = ' (t) for t 2 [m (t0) ; t0] ;

kxkX � l for t � t0 and E
nX
i=1

jxi(t)j2 ! 0 as t!1g ;

where kxkX :=
(

nX
i=1

E
�
supt�m(t0) jxi(t)j

2�) 1
2

: It is easy to check that X l
';t0

is a complete metric space with metric induced by the norm k � kX .

When no confusion is possible we will not write X l
';t0

;X li
'i;t0

but X l
';X

li
'i

respectively, and we will also omit the random parameter !; where l; li are

positive numbers such that l2 =
nX
i=1

l2i .

Let us know recall the de�nitions of stability that will be used in the next

section.

De�nition 4.1 The zero solution of the system (4.1) is said to be :
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i) stable if for any " > 0 and t0 � 0; there exists a � = � ("; t0) > 0 such

that ' 2 C ([m (t0) ; t0] ;Rn) and k'k < � imply E
nX
i=1

jxi (t; t0; 'i)j
2 < " for

t � t0:

ii) asymptotically stable if the zero solution is stable and for any " > 0

and t0 � 0; there exists a � = � ("; t0) > 0 such that ' 2 C ([m (t0) ; t0] ;Rn)

and k'k < � imply E
nX
i=1

jxi (t; t0; 'i)j
2 ! 0 as t!1:

4.2 Stability of the zero solution

Our purpose here is to extend the work carried out in (Guo et al., 2017) by

providing a necessary and su¢ cient condition for asymptotic stability of the

zero solution of equation (4.1). Zhang (2004, 2005) was the �rst to establish

necessary and su¢ cient condition for the stability of solutions of functional

di¤erential equation by the �xed point theory. The necessity of condition

(4.12) below for the main stability result was �rst established in (Zhang,

2004). It is well known that studying the stability of an equation using

a �xed point technique involves the construction of a suitable �xed point

mapping. This can be an arduous task. Thus, to construct our mapping

P, we begin by transforming (4.1) into a more tractable, but equivalent,

equation, which we will then invert to obtain an equivalent integral equation

from which we derive a �xed point mapping. After that, we use a suitable

complete metric space X l
' de�ned above, which may depend on the initial

condition '. Using the contraction mapping principle, we obtain a �xed

point for this mapping and hence a solution for (4.1), which in addition is

mean square asymptotically stable.

Now, we can state our main result.
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Theorem 4.2 [26] Suppose that assumptions (A1)�(A4) hold, and there ex-

ist continuous functions ai : [t0;1)! R such that for t � t0

lim inf
t!1

Z t

t0

ai (s) ds > �1; i = 1; :::; n; (4.10)

nX
i=1

("
nX
j=1

�
jqij(t)j+

Z t

t0

e�
R t
s ai(�)d� jaij(s)j ds

+

Z t

t0

e�
R t
s ai(�)d� jai (s)j jqij(s)j ds+

Z t

t0

e�
R t
s ai(�)d� jbij(s)j�jds

+

Z t

t0

e�
R t
s ai(�)d� jcij(s)j �jds

��2
+ 4

nX
j=1

Z t

t0

L2ije
�2

R t
s ai(�)d�

)
� 
 <

1

4
; (4.11)

where aij(t) = aij(t)(i 6= j), aii(t) = aii (t) + ai (t) : Then for any ' 2

C ([m (t0) ; t0] ;Rn) there exists a unique global solution x (t; t0; '). Moreover,

the zero solution is mean-square asymptotically stable if and only ifZ t

t0

ai (s) ds!1 as t!1: (4.12)

Proof: Set

Mi = sup
t�t0

n
e
�
R t
t0
ai(s)ds

o
; (4.13)

which is well de�ned thanks to (4.10). Suppose also that (4.12) holds.

We now re-write equation (4.1) in an equivalent form. For this end, we

use the variation of parameter formula and rewrite the equation in an integral

from which we derive a contracting mapping.
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We rewrite (4.1) as

d

"
xi(t)�

nX
j=1

qij(t)xj(t� � j (t))

#

=

"
�ai (t)xi (t) +

nX
j=1

aij(t)xj (t)

+

nX
j=1

bij(t)fj (xj(t)) +

nX
j=1

cij(t)gj (xj(t� �j (t)))

#
dt

+

nX
j=1

�ij(xj(t))dwj (t) ; t � t0; (4.14)

with the intial condition xi(t) = 'i(t) for t 2 [m (t0) ; t0] :

Multiplying both sides of (4.14) by e
R t
0 ai(�)d� and integrating from t0 to t,R t

t0

�
e
R s
0 ai(�)d�xi(s)

�0
ds =

R t
t0
e
R s
0 ai(�)d�

(
d

 
nX
j=1

qij(s)xj(s� � j (s))

!

+
nX
j=1

aij(s)xj (s) +
nX
j=1

bij(s)fj (xj(s)) +
nX
j=1

cij(s)gj (xj(s� �j (s)))

)
ds

+
R t
t0
e
R s
0 ai(�)d�

nX
j=1

�ij(xj(s))dwj (s) :

As a consequence, we arrive at

e
R t
0 ai(�)d�xi(t)�e

R t0
0 ai(�)d�xi(t0) =

R t
t0
e
R s
0 ai(�)d�

(
d

 
nX
j=1

qij(s)xj(s� � j (s))

!

+
nX
j=1

aij(s)xj (s) +
nX
j=1

bij(s)fj (xj(s)) +
nX
j=1

cij(s)gj (xj(s� �j (s)))

)
ds

+
R t
t0
e
R s
0 ai(�)d�

nX
j=1

�ij(xj(s))dwj (s) :

Dividing both sides of the above equation by e
R t
0 ai(�)d�, we obtain

xi(t) = e
�
R t
t0
ai(�)d�xi(t0) +

R t
t0
e�

R t
s ai(�)d�

(
d

 
nX
j=1

qij(s)xj(s� � j (s))

!

+
nX
j=1

aij(s)xj (s) +
nX
j=1

bij(s)fj (xj(s)) +
nX
j=1

cij(s)gj (xj(s� �j (s)))

)
ds

+
R t
t0
e�

R t
s ai(�)d�

nX
j=1

�ij(xj(s))dwj (s) :
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Performing now an integration by parts, we have for t � t0; i = 1; 2; :::; n,

xi(t)

=

"
'i(t0)�

 
nX
j=1

qij(t0)'j(t0 � � j (t0))

!#
e
�
R t
t0
ai(�)d�

+

 
nX
j=1

qij(t)xj(t� � j (t))

!
�
Z t

t0

ai (s) e
�
R t
s ai(�)d�

 
nX
j=1

qij(s)xj(s� � j (s))

!
ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

aij(s)xj (s) ds+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

bij(s)fj (xj(s)) ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

cij(s)gj (xj(s� �j (s))) ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

�ij(xj(s))dwj (s) : (4.15)

Use (4.15) to de�ne the operator P : X l
' ! X l

' by

(Px)(t) := [(P1x1) (t) ; (P2x2) (t) ; :::; (Pnxn) (t)]T 2 X l
';

where Pi : X li
'i
! X li

'i
by (Pixi) (t) = 'i(t) for t 2 [m(t0); t0] and for t � t0;

where Pi (xi) : [m (t0) ;+1)! R (i = 1; 2; :::; n) is de�ned as follows:

(Pixi) (t)

=

"
'i(t0)�

 
nX
j=1

qij(t0)'j(t0 � � j (t0))

!#
e
�
R t
t0
ai(�)d�

+

 
nX
j=1

qij(t)xj(t� � j (t))

!
�
Z t

t0

ai (s) e
�
R t
s ai(�)d�

 
nX
j=1

qij(s)xj(s� � j (s))

!
ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

aij(s)xj (s) ds+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

bij(s)fj (xj(s)) ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

cij(s)gj (xj(s� �j (s))) ds+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

�ij(xj(s))dwj (s)

=
7X

m=1

Qim (t) ; (4.16)
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where,

Qi1 (t) =

"
'i(t0)�

 
nX
j=1

qij(t0)'j(t0 � � j (t0))

!#
e
�
R t
t0
ai(�)d�;

Qi2 (t) =
nX
j=1

qij(t)xj(t� � j (t));

Qi3 (t) =

Z t

t0

ai (s) e
�
R t
s ai(�)d�

 
nX
j=1

qij(s)xj(s� � j (s))

!
ds;

Qi4 (t) =

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

aij(s)xj (s) ds;

Qi5 (t) =

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

bij(s)fj (xj(s)) ds;

Qi6 (t) =

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

cij(s)gj (xj(s� �j (s))) ds;

Qi7 (t) =

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

�ij(xj(s))dwj (s) :

Now we split the rest of our proof into three steps.

First step: We prove that P
�
X l
'

�
� X l

'. First we show the mean

square continuity of P on [t0;1) : For xi 2 X li
'i
, it is necessary to show that

Pi (xi) 2 X li
'i
. It is clear that Pi is continuous on [m(t0); t0]. For �xed time

t � t0; each i 2 f1; 2; 3; :::; ng ; xi 2 X li
'i
; and jrj be su¢ ciently small, we

then have

E j(Pi (xi)) (t+ r)� (Pi (xi)) (t)j2 � 7
7X

m=1

E jQim (t+ r)�Qim (t)j2 : (4.17)

We must prove the mean square continuity of Pi on [t0;1[ :

It is easy to obtain that

E jQim (t+ r)�Qim (t)j2 ! 0; as r ! 0; i = 1; 2; :::; 6:

As for the last term,

E jQi7 (t+ r)�Qi7 (t)j2
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= E

�����
Z t

t0

e�
R t
s ai(�)d�

�
e�

R t+r
t ai(�)d� � 1

� nX
j=1

�ij(xj(s))dwj (s)

+

Z t+r

t

e�
R t+r
s ai(�)d�

nX
j=1

�ij(xj(s))dwj (s)

�����
2

� 2E
�����
nX
j=1

Z t

t0

e�
R t
s ai(�)d�

�
e�

R t+r
t ai(�)d� � 1

�
�ij(xj(s))dwj (s)

�����
2

+2E

�����
nX
j=1

Z t+r

t

e�
R t+r
s ai(�)d��ij(xj(s))dwj (s)

�����
2

� 2E
 

nX
j=1

Z t

t0

e�2
R t
s ai(�)d�

�
e�

R t+r
t ai(�)d� � 1

�2
�2ij(xj(s))ds

!

+2E

 
nX
j=1

Z t+r

t

e�2
R t+r
s ai(�)d��2ij(xj(s))ds

!
! 0;

as "!1: Thus, Pi ( i = 1; 2; :::; n ) is mean square continuous on [t0;1):

Then P is indeed mean square continuous on [t0;1):

Next, we verify that kP (x)kX � l. Let ' be a small bounded initial

function with k'k < �; where we choose � > 0; (� < l) such that

2�
nX
i=1

 
1 +

nX
j=1

jqij(t0)j
!2

M2
i � l2 (1� 4
) : (4.18)

Let x 2 X l
', then kxkX � l: Since f; g; �; satisfy a Lipschitz condition, it

follows from (4.16), condition (4.11) and Lp-Doob inequality that

E

"
nX
i=1

sup
t�m(t0)

j(Pixi) (t)j2
#

� 2
nX
i=1

"
j'i(t0)j+

 
nX
j=1

jqij(t0)j
��'j(t0 � � j (t0))

��!#2 e�2 R tt0 ai(�)d�
+4

nX
i=1

(
Esup
t�t0

" 
nX
j=1

jqij(t)j jxj(t� � j (t))j
!

+

Z t

t0

jai (s)j e�
R t
s ai(�)d�

 
nX
j=1

jqij(s)j jxj(s� � j (s))j
!
ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

jaij(s)j jxj (s)j ds+
Z t

t0

e�
R t
s ai(�)d�

nX
j=1

jbij(s)j jfj (xj(s))j ds
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+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

jcij(s)j jgj (xj(s� �j (s)))j ds
#2

+4

nX
i=1

Esup
t�t0

"Z t

t0

e�
R t
s ai(�)d�

nX
j=1

j�ij(xj(s))j dwj (s)
#2
:

Therefore,

E

"
nX
i=1

sup
t�m(t0)

j(Pixi) (t)j2
#

� 2
nX
i=1

j'i(t0)j
2

"
1 +

nX
j=1

jqij(t0)j
#2
e
�2

R t
t0
ai(�)d�

+4

"
nX
i=1

 
E sup
s�m(t0)

jxj(s))j2
!#(

nX
i=1

sup
t�t0

" 
nX
j=1

jqij(t)j
!

+

Z t

t0

jai (s)j e�
R t
s ai(�)d�

 
nX
j=1

jqij(s)j
!
ds+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

jaij(s)j ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

jbij(s)j�jds +
Z t

t0

e�
R t
s ai(�)d�

nX
j=1

jcij(s)j �jds
#2

+4
nX
j=1

Z t

t0

L2ije
�2

R t
s ai(�)d�

)

� 2
nX
i=1

j'i(t0)j
2

"
1 +

nX
j=1

jqij(t0)j
#2
e
�2

R t
t0
ai(�)d�+4


nX
i=1

 
E sup
s�m(t0)

jxj(s))j2
!

� 2�
nX
i=1

 
1 +

nX
j=1

jqij(t0)j
!2

e
�2

R t
t0
ai(�)d� + 4
l2:

By applying (4.18), we see that
nX
i=1

 
E sup
t�m(t0)

j(Pixi) (t)j2
!
� l2 (1� 4
)+

4
l2 = l2: Hence, kPxk
X
� l for t 2 [m (t0) ;1) because kPxk

X
= k'k � l

for t 2 [m (t0) ; t0] :

Wewill prove that E
nX
i=1

j(Pi (xi)) (t)j2 ! 0 as t!1: Indeed, E jxi (t)j2 !

0 as t ! 1. Then, for any " > 0, there exists T1 > 0; such that t � T1 we

have E jxi (t)j2 < "; for i = 1; 2; :::; n. Hence

E jQi7 (t)j2 � E
Z T1

t0

e�2
R t
s ai(�)d�

nX
j=1

���2ij(xj(s))�� ds
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+E
Z t

T1

e�2
R t
s ai(�)d�

nX
j=1

���2ij(xj(s))�� ds
�

nX
j=1

L2ijE

 
sup

s>m(t0)

jxj(s)j
!2

e
�2

R t
T1
ai(�)d�

�Z T1

t0

e�2
R T1
s ai(�)d�ds

�
+

nX
j=1

L2ij"

�Z t

T1

e�2
R t
s ai(�)d�ds

�
:

By using condition (4.12), there is T2 � T1 such that when t � T2 we

have
nX
j=1

L2ijE

 
sup

s>m(t0)

jxj(s)j
!2

e
�2

R t
T1
ai(�)d�

�Z T1

t0

e�2
R T1
s ai(�)d�ds

�
� (1� 
) ":

By condition (4.11) we have E jQi7 (t)j2 � 
" + (1� 
) " = ": Thus

E
�
jQi7 (t)j2

�
! 0 as t!1: Similarly, we can show that E

�
jQim (t)j2

�
! 0

(m = 1; 2; :::; 7) as t!1. This implies E j(Pi (xi)) (t)j2 ! 0 as t!1, and

hence, Pi
�
X li
'i

�
� X li

'i
; for i = 1; 2; :::; n: Then P

�
X l
'

�
� X l

':

Second step: Now we will show that P has a unique �xed point x in

X l
'. For any x = (x1; x2; :::; xn)

T 2 X l
'; y = (y1; y2; :::; yn)

T 2 X l
'; we have

E

 
nX
i=1

sup
t�m(t0)

j(Pixi) (t)� (Piyi) (t)j2
!

� E
 

nX
i=1

sup
t�t0

�����
nX
j=1

qij(t) [xj(t� � j (t))� yj(t� � j (t))]

�
Z t

t0

ai (s) e
�
R t
s ai(�)d�

nX
j=1

qij(s) [xj(s� � j (s))� yj(s� � j (s))] ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

aij(s) [xj (s)� yj (s)] ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

bij(s) [fj (xj(s))� fj (yj(s))] ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

cij(s) [gj (xj(s� �j (s))� gj (yj(s� �j (s))))] ds

+

Z t

t0

e�
R t
s ai(�)d�

nX
j=1

[�ij(xj(s))� �ij(yj(s))] dwj (s)

�����
!2

:
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By using the Doob Lp-inequality (see Karatzas & Shreve, 1991),

E

"
nX
i=1

sup
t�t0

�����
Z t

t0

e�
R t
s ai(�)d�

nX
j=1

[�ij(xj(s))� �ij(yj(s))] dwj (s)

�����
#2

� 4E
nX
i=1

nX
j=1

sup
t�t0

�Z t

t0

e�2
R t
s ai(�)d� j�ij(xj(s))� �ij(yj(s))j2 ds

�

� 4

nX
i=1

nX
j=1

L2ijsup
t�t0

 Z t

t0

e�2
R t
s ai(�)d�E

nX
j=1

 
sup

s�m(t0)
jxj(s))� yj(s))j2

!
ds

!
:

Then,(
E

nX
i=1

sup
t�m(t0)

j(Pixi) (t)� (Piyi) (t)j2
) 1

2

�
p
2

("
E

nX
i=1

 
sup

t�m(t0)
jxi (t)� yi (t)j2

!#) 1
2

�
(

nX
i=1

sup
t�t0

"
nX
j=1

�
jqij(t)j+

Z t

t0

e�
R t
s ai(�)d� jaij(s)j ds

+

Z t

t0

e�
R t
s ai(�)d� jqij(s)j jai (s)j ds+ jbij(s)j�jds + jcij(s)j �j

�
ds

��2
+4

nX
j=1

Z t

t0

L2ije
�2

R t
s ai(�)d�

) 1
2

:

By condition (4.11), P is a contraction mapping with constant
p
2
.

Thanks to the contraction mapping principle (Smart, 1974, p. 2), we deduce

that P : X l
' ! X l

' possesses a unique �xed point x(t) = (x1 (t) ; x2 (t) ; :::; xn (t))

in X l
', which is the unique solution of (4.1) with x (s) = ' (s) on s 2

[m (t0) ; t0] and E
nX
i=1

jxi (t; t0; 'i)j
2 ! 0 as t!1.

Referring to (Burton, 2006; Dib, Maroun & Ra¤oul, 2005; Ra¤oul, 2004),

except for the �xed point method, we know of another way to prove that

solutions of (4.1) are stable. Let " > 0 be given such that 0 < " < l:

Replacing l by " in X l
'; we obtain that there is � > 0 such that k'k < �

implies that the unique solution u of (4.1) with x = ' on [m (t0) ; t0] satis�es
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E
nX
i=1

jxi (t; t0; 'i)j
2 < " for all t � m (t0). Moreover E

nX
i=1

jxi (t; t0; 'i)j
2 ! 0

as t ! 1: This also shows that the zero solution of (4.1) is asymptotically

stable if (4.12) holds.

Third step: We will prove that the zero solution of (4.1) is mean-square

asymptotically stable. Let " > 0 be given and choose � > 0 ( � < " ) satisfying

4�
nX
i=1

"
1 +

nX
j=1

jqij(t0)j
#2
M2
i < (1� 2
) "; (4.19)

where 
 is the left hand side of (4.11): If x (t) = x (t; t0; ') is a solution of

(4.1) with the initial condition (4.3) satisfying k'k2 < �, then x (t) = (Px) (t)

as de�ned in (4.16). We claim that E
nX
i=1

jxi (t)j2 < " for all t � t0. Notice

that E
nX
i=1

jxi (t)j2 < " on t 2 [m (t0) ; t0] ; we suppose that there exists t� > t0

such that E
nX
i=1

jxi (t�)j2 = " and E
nX
i=1

jxi (t)j2 < " for m (t0) � t � t�. Then,

it follows from (4.19) and (4.16) that

E
nX
i=1

jxi (t�)j2 � 4E
nX
i=1

j'i (t0)j
2

"
1 +

nX
j=1

jqij(t0)j
#2
e
�2

R t�
t0
ai(�)d�

+2"

nX
i=1

("
nX
j=1

�
jqij(t�)j+

Z t�

t0

e�
R t�
s ai(�)d� jaij(s)j ds

+

Z t�

t0

e�
R t�
s ai(�)d� jqij(s)j jai (s)j ds

��2
+ L2ij

R t�
t0
e�2

R t�
s ai(�)d�ds

)

� 4�
nX
i=1

"
1 +

nX
j=1

jqij(t0)j
#2
Mi + 2
" < (1� 2
) "+ 2
" = ";

which contradicts that E
nX
i=1

jxi (t�)j2 = ": Thus E
nX
i=1

jxi (t)j2 < " for all

t � t0, and the zero solution of (4.1) is stable: This shows that the zero

solution of (4.1) is asymptotically stable if (4.12) holds.
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Conversely, we suppose that (4.12) fails. For each i �xed, i 2 f1; 2; :::; ng.

From (4.10), there exists a sequence ftng with tn ! 1 as n ! 1 such

that limn!1
R tn
0
ai(s)ds = �i for some �i 2 R:We may also choose a positive

constant Ji satisfying

� Ji �
Z tn

0

ai(s)ds � Ji; (4.20)

for all n � 1: To simplify the expression, we de�ne

Fi (s) :=
nX
j=1

�
jaij(s)j+ jqij(s)ai (s)j+ jbij(s)j�j + jcij(s)j �j

�
;

for all s � 0: From (4.11), we haveZ tn

0

e�
R tn
s ai(�)d�Fi (s) ds �

p

; (4.21)

wich implies thatZ tn

0

e
R s
0 ai(�)d�Fi (s) ds �

p

e

R tn
0 ai(�)d� � p
eMi : (4.22)

The sequence
nR tn

0
e
R s
0 ai(�)d�Fi (s) ds

o
is bounded, so there exists a con-

vergent subsequence. For brevity of notation, we may assume that

lim
n!1

Z tn

0

e
R s
0 ai(�)d�Fi (s) ds = �i; (4.23)

for some �i 2 R+ and choose a positive integer m large enough thatZ tn

tm

e
R s
0 ai(�)d�Fi (s) ds �

�0
8Mi

; (4.24)

for all n � m, where �0 > 0 satis�es

2�20M
2
i e
2Ji

 
1 +

nX
j=1

jqij(tm)j
!2
� (1� 4
) :

Nowwe consider the solution xi (t) = xi(t; tm; 'i) of (4.1) with k'i (tm)k =

�0 and k'i (s)k � �0 for s < tm: If we replace li by 1 in the proof of
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kPi (xi)kX � li; we have E jxi (t)j2 < 1 for t � tm. We may choose 'i so

that

Gi (tm) := 'i(tm)�
nX
j=1

qij(tm)'j(tm � � j (tm)) �
�0
2
: (4.25)

It follows from (4.16); (4:24) and (4.25) with xi (t) = (Pxi) (t) that for

n � m;

E

�����xi(tn)�
nX
j=1

qij(tn)xi(tn � � j (tn))

�����
2

� G2i (tm) e
�2

R tn
tm
ai(�)d� � 2Gi (tm) e�

R tn
tm
ai(�)d�

Z tn

tm

e�
R tn
s ai(�)d�Fi (s) ds

� �0
2
e�2

R tn
tm
ai(�)d�

�
�0
2
� 2Mi

Z tn

tm

e
R s
0 ai(�)d�Fi (s) ds

�
� �20

8
e�2Mi > 0: (4.26)

If the zero solution of (4.1) is mean square asymptotically stable, then

E jxi (t)j2 = E jxi (t; tm; 'i)j
2 ! 0 as t ! 1. Since tn � � j(tn) ! 1 as

n!1; for j = 1; 2; :::; n and condition (4.11) holds, we have

E

�����xi(tn)�
nX
j=1

qij(tn)xi(tn � � j (tn))

�����
2

! 0;

as n ! 1; which contradicts (4:26). Hence condition (4.12) is necessary in

order that (4.1) has a solution E jxi (t; t0; 'i)j
2 ! 0 as t ! 1: The proof is

complete.

Remark 4.1 When ai (t) = ai and ai are positive scalars, then Theorem

4.1 becomes Theorem A, which was recently stated in (Guo et al., 2017).

Therefore, paper (Guo et al., 2017) is a particular case of ours. But we

would like to emphasize that the proof in (Guo et al., 2017) is not completely

correct since they claim that the spaces denoted by X or Xn with the norm
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kxik[0;t] =
(
E( sup

s2[0;t]
jxi (s; !)j2

) 1
2

are Banach spaces and they use this fact

in the proof (Guo et al., 2017, p. 1557), but this statement is not correct.

However, in our investigation we use a di¤erent space which is indeed a

complete metric space.

Remark 4.2 It follows from the �rst part of the proof of Theorem 4.1 that

the zero solution of (4.1) is stable under (4.11). Moreover, Theorem 4.1 still

holds if (4.11) is satis�ed for t � t� for some t� 2 R+.

Application Example for a system of SDDEs

In this section, we analyze an example to illustrate two facts. On the one

hand, we will show how to apply our main result in this paper, Theorem 4:1.

On the other hand and most importantly, we will highlight the real interest

and importance of our result because the previous theory developed by Guo

et al. (2017) cannot be applied to this example.

Example 4.1 [26] Consider the following two-dimensional stochastic delay

di¤erential equation

d [x(t)�Q (t)x(t� � (t))] = [A (t)x(t) +B (t)x(t� � (t)] dt

+G (t)x(t� � (t))dw (t) ; t � 0; (4.27)

where

Q(t) =

0B@ �sin t
8

0

0:025
3 sin t

200

1CA ; A (t) =

0B@ �0:112
t+ 1

0

0 �0:125
t+ 1

1CA ;

B (t) =

0BB@ � 0:112

20 (t+ 1)2
0

�5� 10
�3

(t+ 1)2
� 3� 10

�2

4 (t+ 1)2

1CCA ; G (t) =

r
0:001

2 (t+ 1)
I:
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By straightforward computations, we can check that condition (4.11) in

Theorem 4.1 holds true, where � 2 C(R+;R+) is an arbitrary continuous

functions which satis�es t � � (t) ! 1 and t ! 1 and choosing a1 (t) =
0:112

t+ 1
; a2 (t) =

0:125

t+ 1
, we obtain that

2X
i=1

("
2X
j=1

�
jqij(t)j+

Z t

0

e�
R s
t ai(�)d� jaij(s)j ds

+

Z t

0

e�
R s
t ai(u)du jai (s)j jqij(s)j ds+

Z t

0

e�
R s
t ai(u)du jbij(s)j ds

��2
+ 4

2X
j=1

Z t

0

��g2ij (s)�� e�2 R st ai(�)d�ds
)
< 0:1224 + 0:017 <

1

4
; (4.28)

and since
Z t

0

a1 (s) ds =

Z t

0

0:112

s+ 1
ds = 0:112 ln (t+ 1) ! 1 and

Z t

0

a2 (s) ds

=

Z t

0

0:125

s+ 1
ds = 0:125 ln (t+ 1)!1 as t!1: It is easy to see that all the

conditions of Theorem 4.1 hold for 
 ' 0:1394 < 0:25: Thus, Theorem 4.1

implies that the zero solution of (4.27) is asymptotically stable.

Remark 4.3 Observe that Example 4.1 cannot be analyzed by applying The-

orem A (see also Theorem 4.1 in Guo et al., 2017). Indeed, in order to apply

Theorem A, we need to check that there exist positive constants a1; a2 such

that (4.9) holds. However, notice that, for any (�xed) a1 > 0, if we set

a11(t) = a1 �
0:112

t+ 1
, we have that there exists T0 > 0 such that a11(t) >

3a1
4

for all t � T0. Consequently for one of the integrals appearing in (4.9) we

deduce, for t > T0,Z t

0

e�a1(t�s)
����a1 � 0:112s+ 1

���� ds �
Z t

T0

e�a1(t�s)
����a1 � 0:112s+ 1

���� ds
>

3

4
a1

Z t

T0

e�a1(t�s)ds

=
3

4

�
1� e�a1(t�T0)

�
:
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Then, it is clear that there exists T1 � T0 such that for t � T1,

3

4

�
1� e�a1(t�T0)

�
>
1

4
;

which implies that (4.9) cannot hold true.

Remark 4.4 Theorem 4.1 contains all the stability results for (4:1) dis-

cussed in [22; 54; 82]. Note that, in addition, in our results the delays can be

unbounded and that the coe¢ cients can change sign. See Examples 2:4� 2:8

and Example 3:1. Our results are news attempt of applying the �xed point

theory to the stability analysis of SDDEs with variable delays, which is di¤er-

ent from the existing relevant publications where Lyapunov theory is the main

technique. From what have been discussed above, we see that the contraction

mapping principle is e¤ective for not only the investigation of the existence

and uniqueness of solution but also for the stability analysis of trivial equilib-

rium.In the future, we will continue to explore the application of other kinds

of �xed point theorems to the stability research of complex stochastic delay

di¤erential equations.
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This chapter collects the others works have been published in [23]; [24] ; [25] ; [27] :

The approach we used in these papers is based on a �xed point method
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to show the stability and asymptotic stability of the zero solution.

5.1 Mean square asymptotic stability in non-

linear stochastic neutral Volterra-Levin

equations with Poisson jumps and vari-

able delays

Keywords: Fixed points theory, Poisson jumps, asymptotically stable in

mean square, neutral stochastic di¤erential equations, variable delays.

The goal of this paper is to present a very recent work published in

[24], namely, M. Benhadri, H. Zeghdoudi, Mean square asymptotic stability

in nonlinear stochastic neutral Volterra-Levin equations with Poisson jumps

and variable delays, Functiones et Approximatio Commentarii Mathematici

Volume 58,Number 2; 157� 176; (2018):

In this section, we use the contraction mapping principle to obtain mean

square asymptotic stability results of a nonlinear stochastic neutral Volterra-

Levin equation with Poisson jumps and variable delays. An asymptotic sta-

bility theorem with a necessary and su¢ cient condition is proved, which

improves and generalizes some previous results due to Burton (2004), Becker

and Burton (2006) and Jin and Luo (2008), Ardjouni and Djoudi (2015).

Model description

Now, we consider the following stochastic neutral Volterra-Levin equation

with variable delays and Poisson jumps
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d [x(t)�Q (t; x (t� � 1 (t)))] = �
�Z t

t��1(t)
a(t; s)x(s)ds

�
dt

+G (t; x (t) ; x(t� � 2 (t))) dw (t)

+

Z +1

�1
h (t; x (t) ; x(t� � 3 (t)); u) eN (dt; du) ; t � 0; (5.1)

with the intial condition

x(t) =  (t) for t 2 [m (0) ; 0] ;

where  2 C ([m (0) ; 0] ;R),

m (0) = min finf (s� � j (s) ; s � 0) ; j = 1; 2; 3g ;

and fN (dt; du) ; t 2 R+; u 2 Rg is a centred Poisson randon measure with

parameter � (du) dt.

Where Q : R+�R! R; G : R+�R�R! R; h : R+�R�R�R+ ! R

are continuous; x : [m (0) ;1[ � 
 ! R; and a 2 C (R+ � [m (0) ;1[ ;R) ;

and � j 2 C (R+;R+) satisfy t � � j (t) ! 1 as t ! 1 for j = 1; 2; 3:eN (dt; du) = N (dt; du)�� (du) dt is a compensated Poisson random measure

which is independent of fW (t)g : Suppose
R +1
�1 � (du) <1 and the follwing

conditions are satis�ed:

(i) There exists a positive constant K1 > 0 such that for all x; y 2 R;

jQ (t; x)�Q (t; y)j � K1 jx� yj :

We also assume that

Q (t; 0) = 0:

(ii) The global Lipschitz condition: there exists a positive constantK2 > 0

such that
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jG (t; x1; y1)�G (t; x2; y2)j2 _
Z +1

�1
jh (t; x1; y1; u)� h (t; x2; y2; u)j2 � (du)

� K2

�
jx1 � x2j2 + jy1 � y2j2

�
;

where x1; y1; x2; y2 2 R: We also assume that

G (t; 0; 0) = h (t; 0; 0; u) = 0:

Lemma 5.1. [24] Equation (5:1) is equivalent to

d [x(t)�Q (t; x (t� � 1 (t)))] = B(t; t� � 1 (t))(1� � 01 (t))x(t� � 1 (t))

+
d

dt

Z t

t��1(t)
B(t; s)x(s)ds

+G (t; x (t) ; x(t� � 2 (t))) dw (t)

+

Z +1

�1
h (t; x (t) ; x(t� � 3 (t)); u) eN (dt; du) ; t � 0;

where

B(t; s) =

Z s

t

a(u; s)du and B(t; t� � 1 (t)) =

Z t��1(t)

t

a(u; t� � 1 (t))du:

Theorem 5.1. [24] Suppose that � 1 is di¤erentiable, and there exist

continuous functions H : [m (0) ;1[ ! R and a constant � 2 (0; 1) such

that for t � 0

lim inf
t!1

Z t

0

H(s)ds > �1;

96



Chapter 5. Others Works

K1 +

Z s

s��1(s)
jH(z) +B(s; z)j dz

+

Z s

0

e�
R s
z H(u)du [j(H(z � � 1(z)) +B(z; z � � 1(z)) (1� � 01(z)))j+K1 jH (z)j] dz

+

Z s

0

e�
R s
z H(u)du jH (z)j

�Z z

z��1(z)
jH(u) +B(z; u)j du

�
dz

+2

�
2K2

Z s

0

e�2
R s
z H(u)dudz

� 1
2

� �;

and for s 2 [0; t] and a positive constant � < 1; the following inequality

holds, where

B(t; s) =

Z s

t

a(u; s)du with B(t; t� � 1 (t)) =

Z t��1(t)

t

a(u; t� � 1 (t))du:

Then the zero solution of (5:1) is mean square asymtotically stable if and

only if

Z t

0

H (s) ds!1 as t!1:

For more details see Benhadri and Zeghdoudi (2018):

5.2 Stability analysis of neutral stochastic dif-

ferential equations with Poisson jumps and

variable delays

Keywords: Fixed points theory, asymptotic stability, neutral di¤erential

equations, variable delays.

In this work, we expose the work cited in [25] as follow:

M. Benhadri, H. Zeghdoudi,Stability analysis of neutral stochastic di¤er-

ential equations with Poisson jumps and variable delays, Applied Mathemat-
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ics E-Notes, 476� 496; 19(2019):

This section proofs some results on the mean square asymptotic stability

of the zero solution for a class of neutral stochastic di¤erential with Poisson

jumps and variable delays by using a contraction mapping principle. A mean

square asymptotic stability theorem with a necessary and su¢ cient condition

is proved, which improves and generalizes some previous results due to Zhao

(2011):

Model description

We consider the linear neutral stochastic di¤erential equation with vari-

able delays and Poisson jumps:

d

�
x(t)� c (t)

1� � 01 (t)
x (t� � 1 (t))

�
=

�
�a(t)x(t� � 1 (t))�

d

dt

�
c (t)

1� � 01 (t)

�
x (t� � 1 (t))

�
dt

+�(t)x(t� � 2 (t))dw (t) + � (t)x(t� � 3 (t))d eN (t) ; t � t0; (5.2)

denote x (t) 2 R the solution to (5:2) with the intial condition

x(t) =  (t) for t 2 [m (t0) ; t0] ;

and  2 C ([m (t0) ; t0] ;R) ; where a; b;�;� 2 C (R+;R) ; c 2 C1 (R+;R) and

� i 2 C (R+;R+) satisfy t � � i (t) ! 1 as t ! 1; i = 1; 2; 3 and for each

t0 � 0;

mi (t0) = inf ft� � i (t) ; t � t0g ;m (t0) = min fmi (t0) ; i = 1; 2; 3g :

Theorem 5.2. [25] Let � 1 be twice di¤erentiable and suppose that � 01 (t) 6=

1 for all t 2 [m (t0) ;1[ : Suppose that

(i) there exists a bounded function p : [m (t0) ;1[! (0;1) with p(t) = 1

for t 2 [m (t0) ; t0] and p0 (t) exists for all t 2 [m (t0) ;1[ ; and there exists an
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arbitrary continuous function h : [m (t0) ;1[! R and a constant 
 2
�
0; 1

4

�
such that for any t � t0;�����p(t� � 1 (t))

p(t)

c (t)

(1� � 01 (t))

����+ Z t

t��1(t)

����h (s)� p0(s)

p(s)

���� ds
+

Z t

t0

e
�

Z t

s

h(u)du

jh (s)j
�Z s

s��1(s)

����h (u)� p0(u)

p(u)

���� du� ds
+
Z t

t0

e�
R t
s
h(u)du

�����b (s)+�h (s� � 1 (s))�
p0(s� � 1 (s))

p(s� � 1 (s))

�
(1� � 01 (s))� k (s)

���� ds�2

+4

Z t

t0

e
�2

Z t

s

h(u)du
����� (s) p(s� � 2 (s))

p(s)

����2 ds
+4�

Z t

t0

e
�2

Z t

s

h(u)du
����� (s) p(s� � 3 (s))

p(s)

����2 ds � 
;

where

k (t) =
[C (t)h (t) + C 0 (t)] (1� � 01(t)) + C (t) �

00
1(t)

(1� � 01(t))
2 ;

and

b (t) =
a (t) p (t� � 1(t))� c(t)p0 (t� � 1(t))

p (t)
; C (t) =

c (t) p (t� � 1(t))

p (t)
:

ii) and such that

lim inf
t!1

Z t

t0

h(s)ds > �1:

Then the zero solution of (5:2) is mean-square asymptotic stable if and only

if Z t

t0

h(s)ds!1 as t!1:

The technique for constructing a contraction mapping comes from an idea

in Zhao (2011): For an extensive presentation, the reader is referred to Ben-

hadri and Zeghdoudi (2019) of which study the stability analysis of neutral

stochastic di¤erential equations with Poisson jumps and variable delays.
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5.3 Existence of solutions and stability for

impulsive neutral stochastic functional dif-

ferential equations

Keywords: Fixed points theory, Asymptotic stability in mean square, Neu-

tral stochastic di¤erential equations, Variable delays, Impulses.

The goal of this paper is to present a very recent work published in [27],

namely, M. Benhadri, T. Caraballo, H. Zeghdoudi, Existence of solutions

and stability for impulsive neutral stochastic functional di¤erential equations,

Stochastic analysis and applications,. no.5; 777� 798; 37(2019):

This section proofs some results on the existence of solutions and the

mean square asymptotic stability for a class of impulsive neutral stochas-

tic di¤erential systems with variable delays by using a contraction mapping

principle. Namely, a su¢ cient condition ensuring the asymptotic stability is

proved. The assumptions do not impose any restrictions neither on bound-

edness nor on the di¤erentiability of the delay functions. In particular, the

results improve some previous ones in the literature.

Model description

We consider the following class of impulsive neutral stochastic di¤erential

systems with variable delays:

d

"
ui(t)�

nX
j=1

qij(t)uj(t� � j (t))

#
=

"
nX
j=1

aij(t)uj (t) +
nX
j=1

bij(t)fj (uj(t))

+

nX
j=1

cij(t)gj (uj(t� �j (t)))

#
dt+

nX
j=1

�ij(uj(t))dwj (t) ; t � t0; t 6= tk;

�ui (tk) = ui (tk + 0)� ui (tk) = Iik (ui (tk)) ; k = 1; 2; :::; (5.3)
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This can be written in a vector�matrix form as follows:

d [u(t)�Q (t)u(t� � (t))] = [A (t)u(t) +B(t)f (u(t)) + C(t)g (u(t� � (t))] dt

+� (u(t)) dw (t) ; t � t0; t 6= tk;

�ui (tk) = ui (tk + 0)� ui (tk) = Iik (ui (tk)) ; k = 1; 2; :::;

for i = 1; 2; 3; :::; n; where u(t) = [u1(t); u2(t); ::; un(t)]
T 2 Rn; and aij; bij;

cij; qij 2 C (R+;R), are continuous functions, A (t) = (aij(t))n�n ; B (t) =

(bij(t))n�n ; Q (t) = (qij(t))n�n, are real matrices and �(�) = (�ij(�))n�n is the

di¤usion coe¢ cient matrix, f(u (t)) = [f1 (u1(t)) ; f2 (u2(t)) ; :::; fn (un(t))]
T 2

Rn, g(u (t)) = [g1 (u1(t)) ; g2 (u2(t)) ; :::; gn (un(t))]
T 2 Rn; and � j; �j; j =

1; :::; n, which are the variable delays, are continuous functions satisfying

appropriate conditions described below.

Before proceeding, we �rstly introduce some assumptions:

(A1) The delay functions � j; �j 2 C (R+;R+) satisfy

t� �j (t)!1 and t� � j (t)!1 as t!1 for j = 1; 2; :::; n:

(A2) there exist nonnegative constants �j such that for all x; y 2 R;

jfj (x)� fj (y)j � �j jx� yj ; j = 1; 2; :::; n:

(A3) there exist nonnegative constants �j such that for all x; y 2 R;

jgj (x)� gj (y)j � �j jx� yj ; j = 1; 2; :::; n:

(A4) there exist nonnegative constants Lij such that for all x; y 2 R;

j�ij (x)� �ij (y)j � Lij jx� yj ; i; j = 1; 2; :::; n:

(A5) there exist nonnegative constants pik such that for all x; y 2 R;

jIik (x)� Iik (y)j � pik jx� yj ; i = 1; 2; :::; n; k = 1; 2; :::
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Throughout this paper, we always assume that

fj(0) = gj(0) = Iij (0) = �ik(0) = 0; for i; j = 1; 2; : : : ; n; k = 1; 2:::;

which imply that problem (5:3) admits a trivial equilibrium u = 0:

Now, we can state our main result.

Theorem 5.3. [27] Suppose that assumptions (A1)�(A5) hold and there

exist continuous functions ai : [t0;1)! R+ such that :

1) there exists a constant � satisfying inf ftk � tk�1g � �; for k = 1; 2; :::;

2) there exist constants pi such that pik � pi� for i = 1; 2; 3; :::; n and

k = 1; 2; :::;

3) there exist constants ni > 0 such that ai (t) � ni; t 2 R+ for i =

1; 2; 3; :::; n;

4) for t 2 R+; t � t0 and a positive constant 
 <
1

4
; the following

inequality holds:

nX
i=1

("
nX
j=1

�
jqij(t)j+

Z t

t0

e�
R t
s ai(�)d� jaij(s)j ds

+

Z t

t0

e�
R t
s ai(�)d� jqij(s)j jai (s)j ds+

Z t

t0

e�
R t
s ai(�)d� jbij(s)j�jds

+

Z t

t0

e�
R t
s ai(�)d� jcij(s)j �jds

��2
+ 4

nX
j=1

Z t

t0

L2ije
�2

R s
t ai(�)d�ds+ p2i

�
1

ni
+ �

�2)
� 
 <

1

4
;

where aij(t) = aij(t)(i 6= j), aii(t) = aii (t) + ai (t) : Then for any ' 2

C ([m (t0) ; t0] ;Rn) there exists a unique global solution u (t; t0; '). Moreover,

the zero solution of (5:3) is mean-square asymptotically stable. For more

details see Benhadri et al.(2019).
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5.4 Stability results for neutral di¤erential

equations by Krasnoselskii �xed point the-

orem

Keywords: Fixed points theory, Stability, Neutral di¤erential equations,

Integral equation,Variable delays.

The goal of this paper is to present a very recent work published in

[23], namely, M. Benhadri, Stability results for neutral di¤erential equations

by Krasnoselskii �xed point theorem, Di¤erential equations and dynamical

systems, (2019 ):

This section considers a neutral di¤erential equation with variable delays

and give some new conditions for the boundedness and stability results by

using of Krasnoselskii�s �xed point theorem. Namely, a necessary and su¢ -

cient condition ensuring the asymptotic stability is proved, which improves

and generalizes some results due to Burton and Furumochi (2002); and Jin

and Luo (2008):

Model description

In this section, we consider the following class of neutral di¤erential equa-

tions with variable delays,

x0(t) = �a(t)x(t� � 1 (t)) + c (t)x
0 (t� � 1 (t)) + b (t)x

�(t� � 2 (t)); t � t0;

(5.4)

denote x (t) 2 R the solution to (5:4) with the intial condition

x(t) =  (t) for t 2 [m (t0) ; t0] ;

where  2 C ([m (t0) ; t0] ;R) ; � 2 (0; 1) is a quotient with odd positive

integer denominator. We assume that a; b 2 C (R+;R) ; c 2 C1 (R+;R) and
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� i 2 C (R+;R+) satisfy t�� i (t)!1 as t!1; i = 1; 2 and for each t0 � 0;

mi (t0) = inf ft� � i (t) ; t � t0g ;m (t0) = min fmi (t0) ; i = 1; 2g :

For each (t0;  ) 2 R+ � C([m (t0) ; t0] ;R), a solution of (5:4) through

(t0;  ) is a continuous function x : [m (t0) ; t0 + �) ! R for some positive

constant � > 0 such that x satis�es (5:4) on [t0; t0 + �) and x =  on

[m (t0) ; t0]. We denote such a solution by x(t) = x(t; t0;  ). We de�ne

k k = max fj (t)j : m (t0) � t � t0g.

As we mentioned previously, one of our objectives in this section is to

generalize the work carried out in Jin and Luo (2008) to the case in which

the neutral term c (t)x0 (t� � 1 (t)) is taken into account in the problem, and

allowing the coe¢ cients to be more general. In other words, we will establish

and prove a necessary and su¢ cient condition ensuring the boundedness of

solutions and the asymptotic stability of the zero solution to Equation (5:4).

However, the mathematical analysis used in this research to construct the

mapping to employ Krasnoselskii�s �xed point theorem is di¤erent than that

of Jin and Luo (2008):

Now, we can state our main result.

Theorem 5.4. [23] Let � 1 be twice di¤erentiable and suppose that � 01 (t) 6=

1 for all t 2 [m (t0) ;1[ : Suppose that

(i) there exists a bounded function p : [m (t0) ;1[! (0;1) with p(t) = 1

for t 2 [m (t0) ; t0] such that p0 (t) exists for all t 2 [m (t0) ;1[ ; and that there

are constants � 2 (0; 1) ; k1; k2 > 0; and an arbitrary continuous function

g 2 C ([m (t0) ;1) ;R+) such that for jt1 � t2j � 1;����Z t2

t1

����b (u) p�(u� � 2 (u))

p(u)

���� du���� � k1 jt1 � t2j ;

and ����Z t2

t1

g (u) du

���� � k2 jt1 � t2j ;
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while for t � t0����p(t� � 1 (t))

p(t)

c (t)

1� � 01 (t)

����+ Z t

t��1(t)

����g (u)� p0 (u)

p (u)

���� du
+

Z t

t0

e�
R t
s g(u)du

������� (s) + �g (s� � 1 (s))�
p0(s� � 1 (s))

p(s� � 1 (s))

�
(1� � 01 (s))� � (s)

����� ds
+

Z t

t0

e�
R t
s g(u)du jg (s)j

�Z s

s��1(s)

����g (u)� p0 (u)

p (u)

���� du� ds
+

Z t

t0

e�
R t
s g(u)du jb (s)j

����p�(s� � 2 (s))

p(s)

���� ds < �;

where

� (t) =
a (t) p (t� � 1(t))� c(t)p0 (t� � 1(t))

p (t)
; C (t) =

c (t) p (t� � 1(t))

p (t)
:

and

� (t) =
[C (t)h (t) + C 0 (t)] (1� � 01(t)) + C (t) �

00
1(t)

(1� � 01(t))
2 :

If  is a given continuous initial function which is su¢ ciently small, then

there is a solution x (t; t0;  ) of (5:4) on R+ with jx (t; t0;  )j � 1: For more

details see Benhadri (2019):
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Conclusion and perspective

One of the most important qualitative aspects of di¤erential equations

is determining the stability of a given model. Stability of solution to

neutral di¤erential equations has been studied using several methods; among

them we have Lyapunov functionals [28; 29], �xed points [20] and character-

istic equations [33; 81]. Each of these methods has its own advantages and

disadvantages. This thesis studies a stability of determinsitic and stochas-

tic delay di¤erential equations. The approach used in our project is based

on �xed point technique, particularly, using the Banach contraction princi-

ple. This approach relies mainly on three principles: an elementary variation

of parameters formula, a complete metric space and a contraction mapping

principle. The bene�t of this approach is that the �xed point arguments can

yield existence, uniqueness and stability of a system in one step. The main

di¢ culty of this approach is to de�ne a suitable complete metric space and a

suitable mapping. The norms we choose should be such that the space under

consideration is complete and the equation yields a contraction with respect

to the norm. What are the limitations of this technique?. We will point out

the important limitation that the Banach �xed point theorem gives unique-

ness of solutions only within the complete metric space where it is de�ned.
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Chapter 5. Conclusion and perspective

If the metric space onto which we apply the contraction mapping principle

is too small, then we are not obtaining a satisfactory uniqueness result. The

results in this thesis extend and improve some exist results in the literature in

some ways. Recently, Benhadri et al in [24; 25; 27] have addressed this tech-

nique to investigate a wider class of stochastic neutral di¤erential equations

with impulsive e¤ects, poisson jumps. However, there are many problems to

be solved for the stochastic di¤erential equations, such as stability of these

equations driven by factional Brownian motion, persistence, and so on. We

leave these for our future work.
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